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Abstract

The contributions to this volume are based on invited review lectures pre-
sented at a symposium on fundamental processes in sputtering (SPUT92),
attended by 82 active researchers in the field. Eight contributions cover re-
coil processes, or ‘collisional sputtering’, and six contributions cover electronic
processes, or ‘electronic sputtering’. The last two contributions cover two of
six application areas presented at SPUTY2, and an introductory chapter was
added by the editor. The book emphasizes developments over the past decade
and offers comprehensive reviews on most active research areas in the field
of sputtering by particle bombardment, with the emphasis on fundamental
physical and chemical processes.

Figures were reproduced with the kind permission of the American Institute of Physics, El-
sevier Science Publishers, Gordon and Breach Science Publishers, the Institute of Physics,

Plenum Press, Scanning Microscopy Inc., Springer Verlag, Wiley & Sons, and numerous
authors.

©Det Kongelige Danske Videnskabernes Selskab 1993
Printed in Denmark by Bianco Lunos Bogtrykkeri A/S
ISSN 0023-3323 ISBN 87-7304-249-8



Preface

The Royal Danish Academy of Sciences and Letters celebrated its 250th anniversary
in 1992. It was decided that corner stones of this anniversary should be a number of
international research symposia. In 1989 I proposed a symposium on ‘Fundamental
Processes in Sputtering of Atoms and Molecules’ (SPUT92) which was accepted
by the academy board and received with enthusiasm by the scientific community.
Due to limited space in the academy building, participation was by invitation only.

SPUT92 was held from 30 August to 4 September 1992 with 82 registered
participants. The program consisted of invited summary lectures as well as oral and
poster contributions on current research. In addition, a public session was arranged
in which six specially invited lecturers reported on applications of sputtering.

Summary lectures were planned to represent the state of the art in research on
‘fundamental processes in sputtering. In particular, major developments since the
appearance of the monographs edited by R. Behrisch in 1981-83! were intended to
be covered in these lectures as well as the written records. Speakers were given
a generous deadline to submit manuscripts without tight limitations on length. I
am glad to note that most invited speakers were able to set aside the necessary
time and labor. All contributions were vigorously refereed, and there was given
generous time for major and minor revision. As a result, I believe that the present
volume fulfills the above goal as well as can be expected.

Authors were not asked to write tutorials for novices in the field, but many
of them provided self-contained presentations that can be read without excessive
recourse to earlier literature. Nevertheless, there is a certain amount of ground
knowledge that may be difficult to identify and to extract for a newcomer. 1 have
therefore written a brief introduction to sputtering as a reading help for those who
wish to use this book as an introductory text. That chapter is the only contribution
that is not based on a lecture presented at SPUT92.

Original research contributions reported at SPUT92 have not been included in
this volume. Authors were encouraged to submit their papers to a special topical
issue on Fundamental Processes in Sputtering which has been published recently?.

I received generous help from numerous individuals and organizations in work-
ing on the symposium and this publication. 1 like to mention first of all the staff
of SPUT92, Karen Cauthery, Pia Sigmund, Mads W. Sckerl, and Ole Vorm, the
staff of the academy, Pia Grimer, Ella Mortensen, Flse Lgvdal Nielsen, Henrik
Caspersen, and Jgrgen Maes, the members of the organizing committee, H. H. An-
dersen, P. Roepstorff, J. Schou, and B. U. R. Sundqvist, and the members of the in-
ternational advisory committee, I'. Besenbacher, G. Betz, W. Heiland, Y. Le Beyec,

These volumes are currently out of print but will be available again shortly.
2Nuclear Instruments and Methods B 82 no. 2, 207 - 388 (1993)
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J. K. Ngrskov, E. 8. Parilis, M. T. Robinson, K. G. Standing, M. Szymonski, ahd
H. F. Winters. The symposium and this publication were generously funded by The
Novo-Nordisk Foundation, The Carlsberg Foundation, The Danish Natural Science
Research Council (SNF), and IBM Denmark. Special thanks are due to the au-
thors and reviewers for their efforts, to- Karen Cauthery for competent conversion
of authors’ textfiles into INTEX, to Tove Nyberg for assistance with illustrations, to
Andreas Narmann for invaluable help in software problems, and to Poul Lindegérd
Hjorth, editor of this journal, for patiently listening to and generously following
my wishes concerning unusual procedures in the production of this volume.
' Odense, September 1993
Peter Sigmund
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Introduction to Sputtering

Peter Sigmund
Physics Department, Odense University
DK-5230 Odense M, Denmark

Synopsis

The main purpose of this brief tutorial is to give some gunidance and reading help to the nonexpert
who wants t1o utilize the present volume as an introduction to the field of sputtering. That field
has a long history, yet the present book has been planned to cover primarily developments over
the past ten years. Some basic ferminology is introduced and a rough classification of the field is
given. A few central references to the older literature have been listed and commented on. They
are not meant to be comprehensive, but many of them are classics in the field or important sources
of background information. The main function of these references should be to provide access to
well-established knowledge which, more or less explicitly, enters as a common background into
many of the contributions in this volume. In addition, a few hints on key applications of sputtering

have been included.

1 The Phenomenon

Sputtering is the erosion of material surfaces by particle impact. The variety of
materials for which sputtering has been or can be observed is virtually unlimited.
The standard source of bombarding particles in the laboratory is a collimated
ion beam with a well-defined energy, but both electrons and photons as well as
neutrons and other particles may give rise to sputter phenomena. In applications
of sputtering, and wherever the phenomenon occurs in nature, a very wide variety
of bombardment conditions must be envisaged.

Sputtering is a phenomenon on the atomic scale. By this is meant that one
can identify an individual sputter event, i.e., the emission of a number of atoms or
molecules from a material surface initiated by a single bombarding particle. It is
the physics of this individual sputter event which is the most fundamental process
in sputtering and the main subject of many of the contributions to this volume.
A sputter event is a priori statistical in nature. However, after bombardment
with a great number of particles, macroscopic effects such as a change in weight
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will be observed, and a crater may be visible on the target area facing the beam.
Such macroscopic phenomena are quasi-deterministic and allow the operational
definition of terms such as erosion rate and sputter yield that will be discussed
~ below. '

Not all particle-induced erosion is called sputtering. If an intense beam de-
posits energy at a rate high enough to heat the entire target surface to near or
above the boiling point, the resulting erosion by evaporation is not classified as
sputtering. Clearly, this cannot bé considered as a superposition of microscopic
erosion effects caused by individual bombarding particles. Nonetheless, part of the
observed erosion may well be caused by sputtering.

Sputtering is a ubiquitous phenomenon whenever energetic particles interact
with materials, and the effect has many applications. Therefore, the term is uti-
lized in different meanings by different communities. Those who use sputtering as
a means of etching, cleaning, or polishing materials may use sputtering synony-
mously with ‘bombarding with an ion beam’. The community of researchers and
engineers who use sputtering instead of evaporation in the deposition of thin films
use sputtering synonymously with ‘sputter-depositing’. Historically, the term came
up early in this century to illustrate the elementary event which was thought to
resemble what happens when a stone falls on a water surface.

2 Quantification

Until little more than a decade ago, weight-change measurements were the main
experimental tool in the quantification of sputter processes. For most of a century,
such measurements were performed by literally weighing a target on a more or
less sensitive scale before and after exposition to a source of energetic ions. Such
measurements provide the ‘sputter rate’, i.e., the change in coverage [atoms per
unit area] per unit time. They allow a comparison between sputter properties of
different materials. When the bombarding beam is well defined and the current
measurable, one may convert sputter rates into ‘sputter yields’, i.e., the mean
namber of target atoms (or molecules) sputtered per incident beam: particle.

The key quantity characterizing the beam is the fluence, i.e., the number of
incident particles per area. The fluence is the integral over time of the particle
current density. Measurements of sputter parameters at low fluences are of prime
interest in the study of fundamental sputter processes.

The sensitivity of weight-change measurements was greatly improved when tar-
gets deposited on a quartz crystal microbalance were inserted into the vacuum
chamber. The fact that target preparation, ion bombardment, and measurement
of sputter effects all can be performed in situ without breaking the vacuum removed
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a major source of experimental error, allowed for measurements at low fluences,
and reduced the time needed to collect a given amount of data by several orders of
magnitude.

Tabulations of sputter rates and yields for elemental targets were compiled
regularly, starting with Crookes (1891). A critical and comprehensive compilation
of elemental sputter yields along with an extensive discussion of requirements for
reliable measurements may be found in a review by Andersen & Bay (1981).

Several alternative techniques are available for experimental determination of
sputter rates and yields. Sputtered material may be deposited on a collector and
quantified by weight change of a quartz crystal microbalance, by surface analytical
techniques, by means of radioactive tracers, by dissolution and chemical analysis,
and the like. Most of these techniques also provide differential information on
the angular emission pattern of the sputtered particles as well as the chemical
composition of the sputtered material in case of a multicomponent target such as
an alloy, a compound, or an isotopic mixture. Pertinent data and techniques have
been reviewed by Hofer (1991). o

Direct analysis of the flux of sputtered particles is also possible. It is important
to note that for a very wide variety of target materials, the vast majority of sput-
tered atoms or molecules is emitted as neutrals, although not necessarily in the
ground state. Moreover, typical energies of sputtered particles lie in the lower eV
region. Therefore, efficient use of conventional detection techniques for fast par-
ticles requires post-ionization and/or acceleration of sputtered particles. Typical
tools for postionization are electron beams, gas discharges, and laser beams.

Laser beams have proven to be a very versatile tool for experimental research in
sputtering. Sputtered atoms or molecules may be excited resonantly. For a reason-
ably narrow absorption line, the Doppler shift Corfesponding to the translational
velocity of an ejected atom lies outside the resonance. Therefore, laser resonance
fluorescence provides direct information on the velocity spectrum of emitted parti-
cles. By suitable combination of lasers, such information may be gained for several
species present in and emitted from a multicomponent target. This information is
state-specific. By use of apertures or appropriate optical techniques, also depen-
dencies on emission angle may be studied. By means of multiphoton ionization,
the detection sensitivity may be increased by many orders of magnitude. Pertinent
information may be found in reviews by Hofer (1991), Gruen et al. (1983), and the
contribution by WINOGRAD to the present volume. The review by Hofer (1991) also
presents information on non-laser-based techniques for determining energy spectra
of sputtered particles. Most of them rely on flight-time measurements.

Observation of eroded surfaces provides valuable information on sputter pro-
cesses, but until recently, such information was available only on a rather large
length scale. It has been known for a very long time (Giinterschulze & Tollmien,
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Figure 1. Sputter yield versus beam energy for Het on Cu. From Roth (1980).

1942) that metal surfaces develop peculiar topographies during prolonged sputter-
ing: A sputtered crater may contain cones, pyramids, and ridges with dimensions
ranging from several microns down to a few hundred Angstroms or less (Carter
et al., 1983). Formation of surface structures on such a scale is unquestionably a
high-fluence phenomenon dependent also on other material properties than those
governing the individual sputter event. Observational techniques have now been
refined to a stage where inspection of craters formed by individual ion impact down
to atomic size is possible. Recent work in this rapidly developing field has been
summarized by TSONG & BEDROSSIAN in this volume.

Surface analytical techniques such as Rutherford backscattering, Auger spectro-
scopy, or ion-surface scattering may be applied to the study of a bombarded target
surface. Such measurements provide insight into near-surface changes in chemical
composition of a multicomponent target caused by sputtering and other processes
initiated by bombarding ions. Pertinent experimental techniques as well as data
on ‘partial sputter yields’, i.e., sputter yields for individual species, have been
summarized by Betz & Wehner (1983). A follow-up with the emphasis on the
theory of compositional changes is given by LAM and myself in the present volume.

This brief survey is by no means complete: Not all experimental techniques
utilized in sputter research have been mentioned, and the catalogue of measurable
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Figure 2. Sputter yield versus beam energy for He* on solid Ar. From Besenbacher et al. (1981).

parameters is not comprehensive. Nevertheless, an attempt has been made to give
an indication of the level of detail at which sputter phenomena have been and can be
studied experimentally. For a more comprehensive picture, the reader is referred to
the experimentally-oriented contributions to Behrisch (1981, 1983a) and Behrisch
& Wittmaack (1991) as well as the present volume.

3 Main Observations

The lowest recorded sputter yields have been measured for neutron bombardment:
Values of ~ 1077 sputtered metal atoms per incident fast neutron seem common
(Behrisch, 1983b). Very high sputter yields, of the order of 10° or more atoms or
molecules per ion, have been reported for bombardment of insulating targets with
swift ion beams at fission-fragment energies on the one hand, and for bombardment
of conducting targets by large clusters with lower energies on the other. Pertinent
summaries are found in the contributions of JOHNsSON & ScHOU and ANDERSEN,
respectively, in this volume.

There is usually a threshold value for the beam energy above which sputtering
sets in. Conversely, sputter yields tend to decrease at high energies. The physics
of the threshold is governed by energy and momentum conservation laws of the



12 MfM 43

processes leading to sputtering. The decrease at high energies reflects a general
property of the pertinent collision cross section, e.g., Rutherford’s law in case of
charged-particle bombardment.

Figures 1 and 2 show sputter yields versus projectile energy measured for He™
bombardment of copper and solid argon, respectively, at normal incidence, While
the two curves have qualitatively similar appearances, the difference in both or-
dinate and abscissa scale is astonishing. Tt indicates that we deal with entirely
different mechanisms of sputtering in the two situations. Inspection of pertinent
data on ion penetration shows that the energy dependence of the sputter yield
of Cu resembles the behavior of the energy lost to elastic collisions, the ‘nuclear
stopping power’ of a moving ion. Conversely, the sputter yield for the argon target
follows the behavior of the electronic energy loss, or ‘electronic stopping power’.
This difference is crucial to all modern research in sputtering. It was not recognized
until the end of the 1970s because until then, well-controlled sputter experiments
were performed mainly on metallic targets where sputtering by elastic collisions,
‘collisional sputtering’, dominates. Up till now, electronic sputtering has been
identified unambiguously only on certain insulators. Although that field has been
summarized at regular intervals, the paper by JOHNSON & SCHOU in the present
volume is probably the most comprehensive survey of both experiment and theory
as well as the interface to collisional sputtering.

Sputter yields have of course been measured as functions of the angle of inci-
dence of the beam. For polycrystalline and amorphous materials, the sputter yield
tends to increase with increasingly oblique incidence up to a certain maximum,
and to decrease at glancing incidence. The behavior reflects that of the expected
density of energy deposition in the pertinent surface layer where processes occur
that lead to sputtering. In case of crystalline materials the behavior is more com-
plicated, and several pronounced minima and maxima in the dependence of the
sputter yield on the angle of incidence are usually found.  Minima are observed for
bombardment along closely-packed directions where ions may be steered into open
channels without undergoing collision events that are dramatic enough to cause
emission of atoms or molecules from the surface. Most pertinent experimental
work on single as well as polycrystals dates back to more than a decade ago and
has been reviewed by Roosendaal (1981) and Andersen & Bay (1981), respectively.

Several material and beam properties determine the absolute magnitude of the
sputter yield at a given energy and direction of incidence. In general, sputter
vields increase with increasing volatility of the bombarded material. This is inti-
mately related to the fact that energy spectra of sputtered atoms are dominated
by ‘low’ energies, i.e., energies very near the threshold energy that allows an atom
or molecule to be emitted. The physics of the effective surface binding energy in
sputtering is a somewhat delicate subject, to which viable theoretical approaches
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Figure 3. Emission pattern measured on a (100) Ag crystal bombarded by 100 eV Hg ions. From
Wehner (1955). ‘ '

have been developed only very recently, cf. contributions by NIEMINEN, RoBiNson,
and SIGMUND & LAM to this volume. There is, however, clear evidence to support
the notion that the effective surface binding energy does not differ dramatically
from the heat of sublimation. In collisional sputtering, the maximum attainable
energy of a sputtered atom may come close to the maximum transferable energy in
an elastic collision between a beam particle and a target atom. In electronic sput-
tering, an upper limit could be set by the energy stored in an individual electronic
excitation. In either case, this maximum may exceed the surface binding energy by
orders of magnitude. If so, available energy tends to be shared, either collisionally
via ‘collision cascades’ or electronically via ‘ionization cascades’. One implication
of this cascading process is the possibility of sputter yields >» 1. Another impli-
cation is the dominance of low energies in the spectrum of emitted particles, and
hence the dominating influence of the surface binding energy on the magnitude of
the yield.

Closely related to energy spectra is the subject of angular distributions of sput-
tered particles. Dramatic effects are observed first of all under bombardment of
single crystals. In fact, the observation of ‘spot patterns’ of ejected material by
Wehner (1955), which closely reflect the crystal structure of the bombarded target
(fig. 3), may well be considered to signalize the beginning of modern research in
sputtering. Distributions in energy and emission angle-of particles sputtered from
elemental materials have been reviewed by Hofer (1991). Crystal lattice effects
specifically are addressed by WINOGRAD in the present volume.

Reliable measurements on the state of aggregation as well as the state of excita-
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tion of the flux of sputtered material have become possible, and systematic trends
are coming up slowly. Atoms, molecules, clusters, and large aggregates have all
been identified in the sputtered flux from a variety of materials under a variety of
bombardment conditions. In addition to the (usually) dominating neutral compo-
nent, both positively and negatively charged species are well known to contribute.
In fact, even though the charged component is a minority, it has been analysed
in much greater detail for many systems since standard mass spectrometric tech-
niques can be applied. This is particularly true for organic materials, as seen in
HAKANSSON’s and ENS’ reviews in this volume. The matter becomes more com-
plicated in case of the neutral flux where recording a mass spectrum may require
postionization which is a violent process from the point of view of molecular sta-
bility. Nevertheless, with increasing sophistication of experimental techniques, a
trend is visible toward the recognition that molecules and clusters may constitute
a very substantial fraction of all emitted material. This, in turn, sets question
marks with experimental techniques that rely on the assumption that the majority
of the sputtered material is ejected as atoms. Emission of molecules and clusters
from inorganic materials has been summarized by URBASSEK & HOFER in the
present volume. For organic materials, emission of molecules and molecular frag-
ments is the prime subject of investigation, and atoms play only a very minor role.
Therefore, the contributions by REIMANNN, HAKANSSON, ENS, and KARAS to this
volume all deal with this subject.

Very little is known about the neutral component in the sputtered flux from
organic targets. Conversely, detailed studies are available for the ionization mecha-
nism of particles — mostly atoms — sputtered from metals. This research — triggered
by the needs of secondary-ion mass spectrometry (SIMS), a surface-sensitive analy-
sis technique relying on sputtered ions — has been omitted because it is the subject
of a whole conference series on Inelastic Ion-Surface Collisions. Major reviews on
ionization probabilities of sputtered atoms may be found in [ISC (1983, 1987).

4 Theoretical Models

Most of the theoretical modelling of electronic sputter processes has been done
rather recently and is summarized in several contributions to this volume. REI-
MANN’s contribution presents an illuminating overview, even though it addresses
primarily sputter processes involving large molecules. I find it hard to imagine
a better introduction to this complex of problems and, therefore, shall make no
attempt to compete. The paper by JOHNSON & SCHOU emphasizes processes in
condensed gases, in particular noble gases: This is the only class of material where
there has been achieved a general consensus about some of the processes responsible
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Figure 4. Three representative cases of collisional sputtering. a) Low-yield regime; b) Linear

cascade; ¢) Spike regime. From Sigmund (1981).

for sputtering. SzZYMONSKI discusses ionic crystals: Electronic sputtering from
these materials has been discussed for several decades. A review of earlier work
was given by Townsend (1983). Attempts to model laser-induced sputter processes
on more general considerations are discussed by HAGLUND & KELLY.

There appears to be a general consensus that electronic sputter processes are
heavily material-dependent not only quantitatively but even qualitatively. There-
fore, very little can be said about electronic sputtering in genéral, and the shape
of a yield curve like the one shown in figure 2 cannot be said to be universal.

The situation is very different with regard to collisional sputtering: If an ade-
quate amount of kinetic energy can be transferred to a target atom by an incident
projectile, this energy is shared with other atoms in secondary collisions. Some
of those may lead to ejection of atoms. The quantitative details of this sequence
of events depend more or less sensitively on all bombardment parameters, hut the
qualitative features are rather independent of the material. The physics of these
collision cascades has been investigated for many years, and most of the fundamen-
tal concepts were well established decades ago. This knowledge enters more or less
implicitly into several contributions in this volume, including those dealing with
electronic sputtering processes. A brief introduction may therefore be appropriate.

Fig. 4 shows three prototypes of collisional sputtering. Fig. 4a illustrates a
low-yield event which could represent the case of a heavy metal bombarded by a
low-energy (< 1 keV) H* ion. The maximum energy transferable to a target atom
is only a few electron volts, but the projectile has a high probability for wide-angle
deflection according to the cross section for elastic scattering on an appropriately
screened Coulomb interaction potential. Therefore, a projectile ion may return to
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the surface and transfer an adequate amount of energy to a target atom to enable
it to overcome surface binding forces. The sputter yield for this type of event will
usually be < 1, possibly < 1.

With increasing ion energy, the cross section for wide-angle scattering decreases
but the maximum transferable energy increases. Sputter yields increase initially,
as is seen in figure 1. This increase is caused by formation of collision cascades, i.e.,
the efficient dissipation of primary recoil energy amongst target atoms so that a
large number of them have energy enough to be emitted. It is, then, a matter of the
configuration in space how large a portion of those recoil atoms is close enough to
the target surface to be ejected. Atoms recoiling from lattice sites remote from the
surface cannot be ejected but tend to form defects, i.e., vacancies and interstitials
and their conglomerates.

Figure 4b illustrates a ‘linear collision cascade’. The main feature here is a com-
paratively long mean free path between energy-dissipating collision events. This
has the effect that only a small fraction of the atoms occupying any simply con-
nected volume is set in motion with a noticeable energy. The main characteristic
of a linear cascade is an approximately linear dependence of the number of partic-
ipating target atoms on the available kinetic energy. This is extremely useful for
providing pertinent theoretical estimates on sputtering.

Figure 4c illustrates the opposite extreme of a ‘collision spike’. Here the mean
free path between recoil-generating collisions is so small that essentially every atom
in a certain volume is set.in motion. The spike volume is determined primarily by
the range of the ion which depends on energy in a well-defined manmner. Therefore,
the number of atoms set in motion cannot be expected to be proportional to the
available energy in this case. ;

The distinction between a linear cascade and a spike is ultimately a matter of
definition of the critical energy above which an atom may be said to be in motion:
If that energy is chosen high enough, any cascade will be linear. Conversely, that
energy can be chosen small enough so that every cascade takes on the properties
of a spike. With regard to sputtering, a reasonable choice of the threshold energy
would appear to be the surface binding energy U which is typically a few electron
volts. This topic has been discussed extensively by the present author (Sigmund,
1977).

Linear cascades and spikes show a different behavior with regard to sputtering.
In case of a linear cascade, sputtering is little more than the intersection of a
collision cascade with a target surface: The processes leading to transport of an
atom toward the surface and subsequent ejection are essentially the same as those
that characterize the development of the cascade as a whole. Conversely, transport
of matter, energy, and momentum must proceed more collectively in case of a spike.
There is, in fact, no unanimous agreement about the hierarchy of processes in a
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spike and the respective contribution to the sputter yield. One school of thought
advocates heat transport and subsequent evaporation to be the dominating feature.
Other schools operate with shock waves (or pressure pulses). Some of those features
have been discussed by REIMANN, JOHNSON & SCHOU, and ANDERSEN in this
volume.

Experimentally, the linearity of a cascade may be verified by bombardment with
polyatomic ions. Incident molecules tend to dissociate upon impact with the target
surface, and the fragments tend to follow their individual, stochastic trajectories.
These trajectories are, however, confined to roughly the same target volume. In’
the cases illustrated in figs. 4a and 4b, the number of target atoms set in motion
by a diatomic molecule will, to a good approximation, be twice as large as for
monoatomic bombardment at the same projectile speed. Conversely, in case of
fig. 4c, about the same number of atoms will be set in motion for monoatomic or
diatomic bombardment. In the absence of competing transport processes, one ex-
pects an unchanged sputter yield per projectile atom for the low-yield case and the
linear cascade, and a lower sputter yield per projectile atom in the case illustrated
in figure 4c.

Pertinent measurements have been performed long ago and are summarized
in ANDERSEN’s contribution to this volume. For ions of low mass and atomic
number, sputter yields per incident atom tend to remain constant, thus confirming
linear-cascade behavior. For ions of high mass and atomic number, as well as
large polyatomic ions, sputter yields per incident atom tend to be larger than for
monoatomic bombardment. This suggests that additional transport mechanisms
beyond energy dissipation in linear cascades must contribute to sputtering in case
of high density of energy deposition.

5 Theoretical Tools

A complete, quantal calculation of a sputter event has never been performed on any
system. It is not even evident whether anybody at present judges such a calculation
to be necessary or desirable.

A convenient way of splitting up the physics of a sputter event is a three-stage
process consisting of
I) slowing-down and energy dissipation of the primary particle,
IT) cascade processes and transport, and
ITT) particle escape from the surface.

There is no strict separation between the three stages, and the separation may not
even be visible in a given calculation, but different input is clearly required. At
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any rate, it is desirable to know where to look for inadequate input when there is
poor agreement between theory and experiment.

The physics of the first stage (I) belongs to the field of particle penetration
phenomena which is highly developed. Pertinent cross sections for elastic collisions
and electronic excitation or ionization are available for all projectiles at all energies,
although data tend to be less reliable in the lower keV range and below, especially
for projectiles of high mass and atomic number. The classics in the field are Bethe’s
theory of the stopping power of a light ion (Bethe, 1930) and the LSS theory of
heavy-ion ranges (Lindhard et al., 1963). Numerous reviews are available. I should
like to mention Fano (1963), Inokuti (1971) and Sigmund (1975) on electronic
stopping, and Sigmund (1972, 1983) on range theory.

Particle stopping and scattering as well as related processes like sputtering are
multiple-collision phenomena. The stochastic nature of these processes suggests
the use of bookkeeping techniques which are familiar from numerous branches of
physics. Similar techniques are needed in the description of the second stage, but
the merits of different approaches depend on the pertinent energy range as well
as the required job. Bookkeeping procedures may be roughly classified into four
categories,

¢ Linear transport theory,

e Monte Carlo simulation,

Binary collision simulation,

e Molecular dynamics simulation.

Linear transport theory and Monte Carlo simulation are equivalent in principle. In
either case, collision statistics is governed by Poisson’s law, with binary-collision
cross sections and continuous (frictional) forces being the primary input. The
relative merits of the two techniques are easily identified: There are virtually no
limits on the variety of quantities that can be evaluated by Monte Carlo simulation
for & given geometry. Conversely, atomistic input is predominantly available in the
form needed for transport calculations, ie., stopping power, energy loss straggling,
etc., while fully differential cross sections — which enter into genuine Monte Carlo
simulations — are more sporadically tabulated. Most of the computation time in
standard Monte Carlo simulation codes is wasted on insignificant collision events.
Despite this, their statistical accuracy is usually higher than that of the other two
simulation methods. '

Binary-collision simulations differ from Monte Carlo simulations by the intro-
duction of a prescribed target configuration. Such simulations are useful whenever
crystal lattice effects are judged to be important. For the slowing-down stage,
this is vital in attempts to predict the dependence of the sputter yield on angle of
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incidence.

Molecular-dynamics simulations operate on the basis of Newton’s equations
which are solved simultaneously for the projectile-target many-body system. Com-
putational capacity restricts the applicability of this technique to fairly low pri-
mary-beam energies with regard to the treatment of the slowing-down stage (I).
For medium-mass ions such as argon, such simulations have rarely been performed
at energles exceeding 5-10 keV. For lighter ions at similar energies, penetratlon
depths and pathlengths become exceedmgly high and impose even narrower limits
on accessible energy.

'The three simulation techniques have been reviewed extensively in the contribu-
tions by ROBINSON and NIEMINEN to this volume. A contribution about transport
theory has not been solicited since most of the fundamental concepts have been
developed long ago. They are still valid and have been summarized repeatedly
(Sigmund, 1972, 1981, 1987). More recent work is mentioned in proper context in
several contributions to this volume. :

In stage II, cascade processes and transport, it is necessary to distinguish be-
tween electronic and collisional sputtering. In electronic sputtering, energy may be
dissipated first electronically and, after having been transferred into nuclear mo-
tion, also collisionally. Therefore, both ionization cascades and collision cascades
may be important, as may be transport of electronic excitation as well as kinetic
energy of atoms and matter. The pertinent collection of theoretical tools depends
heavily on the material. As far as transport of atoms is concerned, molecular-
dynamics has proved to be a useful tool in addition to classical hydrodynamics.
Binary-collision-type of models, regardless of which kind, tend to be less useful in
view of the extremely low energies (less than 1 eV per atom) that are frequently
involved. As far as ionization cascades and excitation transport are concerned,
pertinent theory is available from fields like luminescence physics and radiation
dosimetry. References may be found in the contribution by JOENSON and SCHOU.

In collisional sputtering, the description of stage II is conceptually very sim-
ple. The accuracy of the output is Hmited mainly by the degree of reliability of
the pertinent cross sections for elastic collisions or the equivalent interatomic po-
tentials utilized in the calculations. In a collision cascade, particles are followed
down to very low energies, and since the number of participating atoms increases
with decreasing energy, cross sections at the lowest energies enter with the highest
statistical weight. Most important are cross sections in the range from the surface
binding energy up to a few tens eV, and these are just about the least well-known
ones.

The strength of analytical sputtex theory (Sigmund, 1969, 1981) lies in the
recognition of two pertinent energy ranges, one of the order of the primary energy
and another one of the order of the surface binding energy. The major uncertainty

Pad



20 MiM 43

about the interaction potential can, therefore, be condensed into one single param-
eter, which happens to be closely related to the depth of origin of sputtered atoms.
Some of these points are reviewed in my contribution with LAM to the present
volume.

In simulations of sputter events, atoms may achieve any amount of energy from
a certain maximum downward. Hence, definite assumptions must enter about in-
teraction forces at any achievable energy. Some progress has been made in the
theory of interatomic potentials in particular in metals, including many-body in-
teraction potentials, and this progress is extensively discussed in the contributions
by NIEMINEN and ROBINSON. The main strength of many-body potentials is their
capability to quantitatively characterize bulk and surface binding forces.

There are some conceptual differences in the characterization of collision cas-
cades between the four available techniques which have been discussed by Andersen
(1987) in a very illuminating overview. Comparisons between different simulation
codes have been reviewed in ROBINSON’s contribution.

As in the case of stage I, the range of applicability of transport theory and
Monte Carlo simulation is restricted to materials where lattice structure is not of
primary importance. Inspection of fig. 3 indicates that the crystal lattice struc-
ture might play a significant role in the development of a collision cascade. In
fact, experimental results of the type shown in fig. 3 had a major influence on the
direction of research in sputtering for more than a decade starting in 1955. Ran-
dom collision events were considered only to govern primary interactions, and the
dominating means of energy and mass transport was thought to be linear collision
sequences, with or without replacement, on close-packed lattice rows. The first
molecular-dynamics simulations in-the pertinent energy range appeared to confirm
the qualitative picture (Gibson et al., 1960). It has since then become clear — as is
documented in ROBINSON’s contribution — that those simulations overestimated
the statistical significance of linear collision sequences. There are two main reasons
for this. Firstly, the range of starting directions sampled in a limited number of
simulation runs was confined to a single close-packed lattice plane. Secondly, start-
ing energies were not sampled from a representative recoil spectrum. This kind
of lesson has probably been learned repeatedly in the history of computational
physics.

It was mentioned above that the absolute magnitude of the sputter yield de-
pends on the surface binding energy. A rough, inverse relationship between mea-
sured sputter yields and the heat of sublimation has been known for a very long
time (Behrisch, 1964), but accurate knowledge of surface binding forces for sputter-
ing was lacking. The standard model was a planar surface potential (Thompson,
1968), similar to the one used in electron emission. More detailed models were
based on bondbreaking arguments. Accurate theoretical predictions of forces be-
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tween atoms and solid surfaces are now becoming available (Daw & Baskes, 1984;
Finnis & Sinclair, 1984, Jacobsen et al., 1987) and may be utilized either directly
in dynamic simulations, or indirectly as input into transport calculations or non-
dynamic (Monte Carlo or binary-collision) simulations.

6 Theoretical Results

Many well-established results from sputter theory will be quoted more or less ex-
plicitly by the authors of the present volume. There are, however, a few central
relationships which it may be useful to be aware of from the beginning.

The first is the so-called (energy)™? law which dates back to Robinson (1965).
This fundamental property of linear collision cascades shows up on numerous oc-
casions, expected or unexpected, rigorous in some connections, approximate in
others. For detailed discussion, the reader is referred to Sigmund (1972, 1981).
The most rigorous result refers to the ‘recoil demsity’, which may be defined as
the mean number of atoms recoiling with an energy in the interval (e, de) as the
result of the slowing-down of a primary ion of energy F in an infinite, monoatomic,
random medium. That quantity is given by

v(E)

F(E,e)de ~T de for B > e, (1)
where v(E) is the portion of the initial energy E which is not transferred into
electronic excitation, and I is a constant depending somewhat on the atomic inter-
action potential. The important feature is that the detailed nature of the elastic-
scattering cross section only enters into the factor T' but not into the dependence
on recoil energy e. While the above result has been derived on the basis of linear
cascade theory, i.e., for long quasi-free flight paths and point particles, the simple
analytical form suggests it to be more general. In fact, recoil spectra extracted
from computer simulations confirm this behavior, even for crystalline targets and
at quite low primary energies.

While the recoil density is a central quantity in sputter theory, it is only in-
directly related to measurable energy spectra of sputtered atoms. Nevertheless,
the latter spectrum is also frequently denoted as an (energy)_2 distribution. The
spectra differ because of the effect of (bulk and) surface binding forces as well as
the fact that the flux of sputtered atoms has contributions from several atomic
layers beneath the surface, the relative significance of which depends on energy but
decreases rapidly with increasing depth of origin. The recognition of both features
dates back to Thompson (1968).

Consider first the effect of a planar surface potential . If the energy spectrum
of atoms arriving at the target surface were given by €72, an atom moving at an
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angle 9 to the surface normal would be emitted at an angle &' and energy ¢ given
by the relations

€ =e—U; €cos® 0 =ecos?8 — U, (2)
and the energy spectrum of sputtered atoms would read

e/

Y(€) ] u (3)

for an isotropic flux of atoms within the target. This ‘Thompson spectrum’ is the
common reference standard for measured energy spectra of sputtered atoms (Gruen
et al., 1983). It has frequently served as a tool for ‘experimental’ determination of
surface binding energies. The main objection to this scheme is that the Thompson
formula implies a cosine distribution of the sputtered flux which is rarely observed
experimentally.

The contribution from deeper layers to the sputtered flux can be evaluated
easily (Thompson, 1968; Sigmund, 1981). If surface binding is ignored, this results
in the expression

21 )

Y (€)de x e (4)
for the spectrum of sputtered particles, i.e., one factor ¢ has been replaced by the
stopping cross section S(e) of a moving target particle. At low energies, S(e) is not
too far from oc ¢, hence the difference is hard to identify. At high energies, S(e)
decreases with increasing energy, and the denominator in eq. (4) will vary very
slowly. As a result, one expects the spectrum to level off. This behavior, expected
to be observable in sputter experiments at high-energy heavy-ion accelerators such
as GSI or GANIL, is worth remembering. Such extreme experimental conditions
are not foreseen in conventional computer simulation codes.

7 Sputtering in Nature, Science, and Technology

A monograph with such a title has never been written to the author’s knowledge
but could be very stimulating reading. As in other parts of this introduction, I shall
try to provide a few keywords and key references rather than go into a detailed
listing or even discussion of occurrences and applications of sputter phenomena.
There is no doubt that sputter phenomena have played and still play a major ’
role in stellar and planetary processes. Observational studies refer to planetary
bodies such as meteorites, the Moon, and Jupiter’s satellites. Sputter erosion of
the Moon by solar-wind bombardment was first mentioned by Wehner et al. (1963).
Interest in this type of phenomenon was greatly intensified by the discovery of
electronic sputtering from water ice {Brown et al., 1978) as well as the observation



MIM 43 23

of isotopic anomalies in meteorites and lunar samples. Pertinent reviews have been
provided by Johnson (1990) on the former complex of problems and by TOMBRELLO
in this volume on the latter. :

While appearances of sputter phenomena on planetary bodies exposed to ex-
ternal irradiation are commonly thought to be restricted to those that do not carry
an atmosphere, it was demonstrated that planetary atmospheres also may erode
by sputtering due to the action of the solar wind and solar flares (Haff et al., 1978).
Several features of conventional collision cascade theory apply to this system, and
‘surface’ binding energies equivalent to escape velocities from the gravitational field
may even be comparable in magnitude with those encountered in conventional sput-
tering. .

Sputter phenomena are an inevitable by-product of radioactivity. Heavy recoil
atoms from o decays may cause violent sputter events which are responsible for
the high volatility of radioactive materials (Riehl, 1963). Emitted o or 3 rays may
give rise to pronounced electronic sputtering along with other radiation effects,
dependent on the pertinent material. Such processes have been intensely studied
in connection with the isolation of radioactive waste (Chakoumakos et al., 1987;
Matzke, 1992).

As mentioned above, sputter yields for bombardment with (fast or thermal)
neutrons are very small, but sputter rates may be substantial in the presence of
high neutron fluxes such as in fission and fusion reactors (Behrisch, 1983b). Specif-
ically for fusion reactors, the problem of plasma-wall interaction has a substantial
component of sputter-related processes which has been the subject of major na-
tional and international research programs (Engelmann, 1986). Typical candidates
for first-wall materials are metals, alloys, and carbon-based materials. Mostly colli-
sional sputtering is of concern here because it is unavoidable, while chemical erosion
effects are expected to be controlled. Electronic sputtering, on the other hand, is a
key process connected with the injection of fuel into the fusion plasma in the form
of pellets of solid hydrogen (Chang, 1991).

Probably the earliest technological application of éputtering is the deposition
of thin films by collection of the sputtered flux from one or several bombarded
materials. Wright (1877) produced films of hitherto unseen smoothness of a large
number of metallic elements and-pointed at important applications such as coating
of astronomic mirrors and the like. This area has developed to major technological
importance, reaching from coatings on large glass windows, photographic lenses,
and razor blades to contacts on integrated circuits. More recently, production of
alloys and compounds such as conventional low-temperature and ceramic high-
temperature superconductors has come into focus (Geerk et al., 1989).

Sputtering has long been useful as a tool of etching, polishing, and cleaning
material surfaces. This topic has been discussed by TAGLAUER in this volume.
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A sputter gun is a standard piece of equipment on ultrahigh vacuum systems. It
is utilized universally as a tool of initial sample.preparation, in particular surface
cleaning, and secondly for analytic purposes.

Sputtering as an analytic tool has revolutionized several scientific disciplines.
In sputter profiling, sputtering is utilized ‘as an etching technique in conjunction
with any technique to determine the bulk or surface composition of a material.
Originally, the technique was developed to determine depth profiles of implanted
radioactive tracers (Lutz & Sizmann, 1964). Presently, Auger lines form the stan-
dard signal in the technique, as described by TAGLAUER in this volume.

Analysis of the composition of the sputtered flux from a material provides in-
formation on its composition. In case of an inhomogeneous material, analysis of
the sputtered flux as a function of irradation time or fluence provides information
on the depth profile. Standard techniques go under the headings of secondary-ion
mass spectrometry (SIMS), secondary neutral mass spectrometry (SNMS), accel-
erator mass spectrometry (AMS), plasma desorption mass spectrometry (PDMS),
and fast atom bombardment (FAB). TAGLAUER’s contribution focuses on several
analytic aspects related to inorganic materials. Applications related to biological
materials are connected to the contributions by ENS, HAKANSSON, and KARAS
to this volume. All these techniques are extremely useful hut have severe prob-
lems with regard to quantification. Indeed, there are problems both in the relation
between the composition of the sputtered flux and the composition of the bom-
barded material; and in the relation between the composition of the sputtered flux
and the measured signal. The wide application of these techniques provides a ma-
jor stimulus to theoretical and experimental research on fundamental processes in
sputtering.
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Computer Simulation of Sputtering

By Mark T. Robinson
Solid State Division, Oak Ridge National Laboratory
Oak Ridge, Tennessee 37831-6032, USA

Synopsis

In 1986, H. H. Andersen reviewed attempts to understand sputtering by computer simulation
and identified several areas where further research was needed: potential-energy functions for
molecular-dynamics modelling; the role of inelastic effects on sputtering, especially near the target
surface; the modelling of surface binding in models based on the binary-collision approximation;
aspects of cluster emission in molecular-dynamics modeis; and angular distributions of sputtered
particies. To these may be added kinetic-energy distributions of sputtered particles and the re-
lationships between molecular—dynamicé and binary-collision models, as well as the development
of intermediate models. Many of these topics are discussed. Recent advances in binary-collision
modelling include the explicit evaluation of the time in strict binary-collision codes and the de-
velopment of intermediate codes able to simulate certain® many-particle problems realistically.
Developments in molecular-dynamics modelling include the wide-spread use of many-body po-
tentials in sputtering calculations, inclusion of realistic electron excitation and electron-phonon

interactions, and several studies of cluster-ion impacts on solid surfaces.
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1 Introduction

Computer simulation has long been an important tool in studying the complex
interactions of energetic ions with condensed matter which underlie such physical
processes as particle reflection (backscattering) and penetration, ion implantation,
radiation damage, and target erosion (sputtering). These are processes important
to such technologies as controlled fission and fusion power generation, laser iso-
tope separation, semiconductor device manufacture, plasma processing, and others.
Moreover, they are the basis for the use of ion beams in more narrowly scientific
areas, such as secondary-ion mass spectrometry, surface structure determination,
the location of defects and impurities in solids, and so on. For these and other
reasons, the interactions of ions with solids have been studied for many years by
experimental, theoretical, and computational techniques.

The methods of computational physics are useful for the direct simulation of
experiments, but also supply important toels for testing the assumptions of ana-
lytical theory. In addition, the computational physicist has an almost unlimited
access to the atomistic details, the mechanisms whereby the initial disturbances
are linked to experimental observables. The elucidation of these mechanisms is an
important objective of computer simulation.
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At the conference on sputtering in Spitz an der Donau, Austria, in 1986, H. H.
Andersen (1987) presented a critical review of the status of the computer simula-
tion of atomic collisions in solids, with a special emphasis on sputtering. Besides
giving an admirably balanced and objective view of the state of the art at the
time, Andersen pointed to a number of topics in need of further study. It is my
purpose to examine the progress made in the past few years in addressing topics
which he highlighted. A comprehensive review of the literature is not attempted:
for this and for reviews of the subject from a variety of viewpoints, consult Robin-
son (1981), Yurasova & Eltekov (1982), Harrison (1983, 1988), Andersen (1987),
Sigmund (1987b), Biersack (1987), Dodson (1989), Mashkova & Molchanov (1989),
Barrett (1990), Eckstein (1991), and Smith & Webb (1992). These cover the liter-
ature rather completely up to about 1991.

This review is restricted to the low-dose sputtering of single-component targets
under circumstances where atomic ejection is not a result of electron excitation
effects. For a review of the electronic sputtering of inorganic insulators, see the
companion article by Johnson & Schou (1993).

2 Recent Developments in Computer Hardware

Since 1986 there have been dramatic changes in computer hardware, which greatly
alter the prospects for computer simulation. The developments include the intro-
duction of scientific workstations which put what was once supercomputer power
on (or next to) the desktop and major advances in parallel computing. Such de-
velopments make vector processors of the Cray type obsolete and revolutionize the
environment in which simulation is done. Many of the controversies of the past
are no longer interesting, since they can now be addressed in a simple manner by
direct computation instead of by mere argument.

Several manufacturers have introduced machines based on so-called reduced-
instruction-set computing (RISC). Using a simplified repertoire of commands, such
machines achieve much higher speeds than were common heretofore. Moreover,
manufacturing improvements make the new systems available at startlingly low
cost and eliminate significant constraints on computer memory. To illustrate, Ta-
ble 1 shows the time required by a set of MARLOWE (Robinson & Torrens 1974,
Robinson 1989) test problems on some contemporary machines (Robinson 1992a).
The IBM RISC System /6000, Model 320H, costs little enough in typical configura-
tions that it can be viewed as a single-user workstation. Some models in this series
support up to 512 megabytes of memory. The Cray X-MP, costing many times
more, is less than twice as fast on MARLOWE and cannot compete in cost effec-
tiveness. The situation depends strongly on the individual program, but few codes
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Table 1: MARLOWE Test Problem Execution Times on Comtemporary Computers
' {Robinson 1992c)

Computer Time (seconds)®
Cray X-MP 14 270
IBM RISC System /6000

¢ Model 320H > 444
Model 560 222
Hewlett-Packard HP /9000
Model 730 223
Digital VAX 6420 1141
IBM 3090-150E 458

& The time is the total for a set of 14 test problems

are likely to achieve time reductions exceeding five merely through vectorization.

A closely related development is the introduction of ‘massively parallel’ ma-
chines, such as the CM-5 from Thinking Machines Corp. and the Paragon from
Intel. The former, a so-called SIMD (single instruction multiple data) machine,
may be thought of as an extension of vectorization to a level a hundred times that
of a Cray. The latter, an MIMD (multiple instruction multiple data) machine,
resembles a network of workstation class machines, each operating more-or-less au-
tonomously on parts of a complex task and communicating among each other by
passing messages. It is also possible to use an actual network of workstations as a
parallel-computing environment.

The challenging tasks are to identify the architecture appropriate to each com-
putational application and to construct programs that use the architecture effi-
ciently in solving the problem. Parallel computing is not simply an extension of
previous practices, but, like vector processing, demands new computational tech-
niques and new ways of formulating problems. Work on parallel implementations
of classical-dynamical models is well-advanced at several institutions. It will be
interesting to see these developments come to fruition in studies of (for example)
sputtering in the next few years.

3 Computer Simulation Models

A rather complete list of the programs used to simulate sputtering processes is given
in the report of a round-robin collaboration (Sigmund et al. 1989). It is difficult to
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develop a fully satisfying taxonomy of such codes for each has characteristic features
which differentiate it from nominally similar ones. However, for the purposes of this
review, four main categories of model are identified: the scheme and the notation
used are those of the round-robin report.

First are codes which integrate the classical equations of motion of a large num-
ber of particles simultaneously, commonly called molecular-dynamics (MD) models.
They are used widely in physics; for reviews, see Abraham (1986), Hoover (1986),
and Allen & Tildesley (1987), among others. The best-known MD models for sput-
tering applications are those of D. E. Harrison, Jr. (Harrison 1983, 1988, Harrison
& Jakas 1986a). The hallmark of the MD models used to simulate atomic-collision
processes is that they integrate the equations of motion of many atoms until the
energy added in an initial disturbance is dissipated or until some other condition is
met. Various sorts of boundary conditions are used: cyclic, dissipative, fixed, free,
and so on. Two-body interaction potentials were used originally, but several groups
now use many-body potentials. Inelastic effects may be included. The MD mod-
els are particularly effective in working out detailed mechanisms. Questions still
remain, however, about the sizes of the numerical erystallites required (event con-
tainment) and about the statistics of such calculations. Nieminen (1993) discusses
the present status and future prospects of molecular-dynamics modelling.

Next are two sorts of codes using the binary-collision approximation (BCA) to
solve the equations of motion of projectiles which are assumed to interact with
the target atoms one at a time. This is appropriate at high kinetic energies, but
breaks down at low ones. The two types of BCA codes are differentiated by the
structures of the solid targets. In one group, as in the MD codes, the target has
a definite structure: these are termed BC models. Besides conserving energy and
momentum, such codes also conserve particles {as do MD codes), since it is easy
to arrange that target sites emit only one atom. The principal example of BC
codes is MARLOWE (Robinson 1989, 1992a). Such BC programs may provide an
approximate treatment of overlapping collisions which occur at nearly the same
time, designed to preserve the crystal symmetry Wthh often accompanies them
(Robinson 1989, 1993).

Aleatory (stochastic) methods are used in the second group of BCA codes to
determine the locations of target atoms, to select impact parameters or scattering
angles, and so forth. In general, such Monte Carlo (MC) codes conserve energy
and momentum in single collisions, but do not conserve the number of particles.
The targets are structureless: there are no correlations between the positions of
target atoms except those imposed by the density of the substance. The principal
examples of such programs are the family of TRIM codes (Biersack 1987).

There is unfortunate confusion in the literature between the two kinds of BCA
codes, in part a result of the habit of some writers of referring improperly to the
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Figure 1. The distribution of sputtering times for 2 keV and 20 keV Au atoms, normally incident
on Au {001} surfaces (Robinson 1992c). The potential is the Moliére potential used earlier
{Robinson 1992b). The median ejection times are indicated. The reference plane for the sputtering

time was located 0.253 nm (0.62 of the lattice constant) in front of the target surface.

BC models as ‘Monte Carlo’ codes. Contrary to some statements (see, for example,
Harrison & Jakas 1986a, Harrison 1988, Dodson 1990}, aleatory methods play no
part in determining target atom locations, impact parameters, scattering angles,
and the like, in BC programs like MARLOWE.

In general, BCA codes (both BC and MC types) ignore the temporal aspects
of cascade development, but it was shown recently (Robinson 1989) that the time
of a collision may be evaluated explicitly in such codes, a result used to modify
MARLOWE so that collisions are correctly ordered in time (Robinson 1990, 1992h,
1993). It is thus possible for BC codes to calculate things which had been thought
of as the sole province of MD codes. To illustrate, Fig. 1 shows sputtering-time
distributions obtained with MARLOWE for the self-sputtering of gold at two initial
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kinetic energies (Robinson 1992c). The histograms are similar to those reported
by Harrison (1988) for other systems. The median ejection times for Au are a
little greater than he reported for Cu and Rh, mainly because of the greater mass
of Au. Other MARLOWE studies of temporal aspects of sputtering are reported
elsewhere (Hou et al. 1993).

There are also codes of intermediate type, combining aspects of MD models
with those of BCA models. Yamamura describes two interesting models of this
type: one is the ‘dynamic’ MC code DYACAT (Yamamura 1982, 1988, 1990, 1991),
based on the earlier MC program ACAT (Takeuchi & Yamamura 1983); the other
is the ‘dynamic’ BC code DYACOCT (Yamamura et al. 1989), based on the
BC program ACOCT (Yamamura & Takeuchi 1987). Both codes include collisions
between moving projectiles and keep track of the time properly. At each encounter,
they locate the potential target atom for which the collision time is least and a
collision diameter is derived from the parameters of this encounter. If only one
target is found within the collision diameter, the BCA is applied in the usual
way, including the necessary modifications for moving target atoms. However, if
several targets are present, the codes integrate the equations of motion of the entire
group of particles, including the interactions of the projectile with all targets, but
ignoring the interactions of the targets with each other. With these modifications,
Yamamura’s codes remain comparatively fast, but are still able to deal with many
situations where MD codes were previously required. For example, DYACAT was
used to study cluster bombardments (Yamamura 1990, 1991).

The QDYN program (Harrison & Jakas 1986a) is also an intermediate code, but
one much closer to full MD models than are Yamamura’s. The motion of an atom
is ignored until it is struck by an already moving atom with a force exceeding a
minimum value, This feature resembles aspects of quasistable MD codes (Schlaug
1966, Torrens 1973, Schwartz et al. 1976, Heinisch et al. 1979), although the older
programs used energy criteria instead. In either case, completeness in the model is
surrendered to achieve speed. '

An alternative procedure for accelerating MD calculations is to truncate the
interaction potential severely, including only repulsive forces between atoms sep-
arated by less than the equilibrium nearest-neighbor distance in the target, and
adjusting matters so that there is no force between atoms on their equilibrium
sites. Such metastable MD models permit quite speedy calculations and were once
widely used (see Robinson 1981 for references), but their lack of restoring forces re-
stricts them to problems in which the equilibrium state is not important. A recent
example of such a code is that of Shulga (1991).

Hybrid codes are also possible. For example, Webb et al. (1986) describe
QDRIM, a code which combines a TRIM-like treatment of deeply penetrating par-
ticles with a QDYN treatment of the region near the surface. Another hybrid
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approach is that of Pan & Hou (1992), who used MARLOWE for the collisional
phase of cascade development and an MD model to follow the aging of the nascent
defect distribution. A problem with such hybrid models is to obtain the proper
temporal matching: since slow and stopped particles are present in simulated cas-
cades almost from the beginning (Robinson 1990), it is not clear that the matching
can always be achieved satisfactorily.

In view of the great advances in computing hardware mentioned above, a com-
ment is in order concerning the relationships between MD codes and BCA codes.
The former now follow collision cascades involving 10* to 10° atoms for simulated
times up to a few picoseconds. Nevertheless, there will long be computations too
massive for widespread study by MD, where swifter, but more approximate, compu-
tational methods are useful. Such applications include achieving precise statistics,
where large numbers of cascades must be evaluated; cascade studies in complex
materials, such as noncubic compounds, where it is difficult to determine equilib-
rium potentials reliably; and high-energy cascade studies. In addition, the fast
response of BCA codes will remain useful for interpreting experimental data in
surface physics studies and for rapid surveys of new topics. On the other hand,
for cascade studies in highly symmetrical crystals containing atoms of very differ-
ent masses, as, for example, Au-Cu alloys or UO5, MD codes may be required to
simulate accurately such processes as linear collision sequences along mixed atomic
rows.

4 Interatomic Potentials

The interatomic potentials used in simulations of atomic collisions in solids may
be divided into two groups. In close encounters, the change in potential energy is
determined almost entirely by the positions of only two atoms, the other atoms of
the target being merely spectators. In such encounters, a spherically-symmetrical,
pairwise, repulsive interaction potential is appropriate, reflecting the essentially
atomic nature of the distribution of electrons about the nuclei. Most BCA models
use only these potentials although potentials with attractive parts are easily em-
ployed (Eckstein et al. 1992). At distances approaching or exceeding the normal
separations of atoms in crystals, however, several atoms contribute significantly to
changes in the potential energy. The electron distributions reflect the binding of
the atoms in the target. Such binding effects may be supplied by the boundary
conditions on a numerical crystallite, by spherically-symmetrical potentials with
attractive regions, by many-body potentials, or by combinations of these. The two
interaction ranges are considered separately.
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4.1 Potentials for Close Encounters

Pairwise potentials for close encounters are often taken as the internuclear Coulomb
repulsion, screened by a function describing the distribution of atomic electrons
about the two nuclei. The very difficult problem of accurately evaluating the
screening function must be approximated in various ways. First, dynamical ef-
fects on the electrons of the relative motion of the nuclei are neglected: this is the
well-known Born-Oppenheimer approximation. Failure of this approximation in
fast collisions probably cannot be distinguished from electron promotion and other
inelastic effects discussed later. Second, the possible formation of molecular states
from the atomic states of the colliding atoms must be considered. One important
line of development assumes that the electron densities about the colliding atoms
experience no redistribution, but may simply be superposed (Gombés 1956, Gor-
don & Kim 1972), with corrections to the kinetic energies of the electrons as well
as corrections for electron exchange and correlation. These corrections are based
on the properties of a uniform gas of free electrons of the same density. The atomic
electron distributions may be taken from the Thomas-Fermi statistical model of the
atom (Gombds 1956) or more accurate atomic wavefunctions may be used (Gordon
& Kim 1972). When the two atoms approach each other slowly, however, there
may be time for the electrons to form molecular states: see Dodson (1990, 1991)
and Nakagawa (1990) for discussions of bonding effects in slow encounters. Instead
of merely superposing the atomic electron distributions, so-called ab initio methods
may be used to treat the molecular problem.

Moliere (1947) proposed a numerically convenient approximation to a screening
function derived from the Thomas-Fermi statistical model of the atom (Gombds
1956), which has the screening length

972 /3 ayg
aTF — (58) 7173 : (1)

where Z is the atomic number of an atom and ay is the Bohr radius (52.9 pm).
Firsov (1957) and Lindhard et al. (1968) used the statistical model as a basis
for developing approximate interatomic potentials. They expressed their results
compactly by using the atomic Thomas-Fermi screening function with a screening
length given by Eq. (1) with

2
Firsov: 7 = (le/z + Z;ﬂ)

3/2
Lindhard: Z = (Zf/3+Z§/3)
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Ziegler et al. {1985) applied a local-density model which uses atomic electron dis-
tributions based on self-consistent Hartree-Fock atomic wavefunctions and includes
free-electron corrections to the electron kinetic energy and for exchange and corre-
lation (Gordon & Kim 1972; see Gombas 1956 and Ziegler et al. 1985 for additional
references) to determine interatomic potentials. The resulting potentials should de-
scribe rather accurately the interactions of isolated pairs of atoms in their ground
states. Ziegler et al. (1985) used the potentials computed for a large number of
atom pairs as the basis for fitting a ‘universal’ (ZBL) potential for which they
propose a screening length given by Eq. (1) with

ZBL: Z = (297 ¢ 73%)°

The dependence of this screening length on the Z; is weaker than those in Eq.
(2). The need for a weaker dependence had already been noted (Robinson 1981,
Eckstein' 1991) and, in fact, the Moliére potential is often used with screening
lengths other than those in Eq. (2). The ZBL and Moliére screening functions are
both sums of exponentials:

flz) = Y oje®
=1

Moliere: m = 3;
a = {0.35,0.55,0.10};
g = {03,1.2,6.0}
ZBL:m = 4
a = {0.02817,0.28018,0.50986,0.18179}
8 = {0.2016,0.4029,0.9423,3.2} .

These potentials are ‘universal’ in the sense that no explicit Z-dependence remains
in the screening function. The ZBL potential is used to establish the approximate
treatment of atomic scattering used in the TRIM codes (Biersack 1987) and is
available in MARLOWE (Robinson 1992a). It is also used as the core portion of
the interatomic potential in several MD codes (Valkealahti & Nieminen 1987, Diaz
de la Rubia & Guinan 1990, Chou & Ghoniem 1991).

The ZBL potential is a reasonable description of the interactions of isolated
pairs of atoms, especially those from the first half of the periodic table, as long
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Figure 2. A comparison of the AMLJ (Nakagawa & Yamamura 1988, Nakagawa 1991) and ZBL
{Ziegler et al. 1985) screening functions for Al, Cu, and Aun atom pairs. The nearest-neighbor
distances in the three crystals are 0.286, 0.256, and 0.288 nm, respectively.

as they remain in their ground-states (and as long as binding effects can be ig-
nored). For heavier atoms, relativistic corrections should be included in the atomic
wavefunctions, using, for example, the method of Tucker et al. (1969); tables of
wavefunctions and electron densities are available for all atoms (Carlson et al. 1970,
Lu et al. 1971).

Nakagawa & Yamamura (1988) used the relativistic electron densities of Carl-
son et al. (1970) in a statistical local-density calculation of the interactions of
many pairs of atoms similar to the work of Ziegler et al. (1985). The atoms were
confined to Wigner-Seitz cells representing the densities of the appropriate solids.
An average modified Lenz-Jensen (AMLJ) potential was used to summarize the
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results. The screening function is

B(r) = emearraar™ e’

with (Nakagawa 1991):

1.706
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an
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0.244 4/3
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[Note that the original paper (Nakagawa 1991) uses atomic units and thus omits
ay from these formulas.] The AMLJ screening function is not ‘universal’: the
three parameters show different Z-dependences so that the shape of the function
varies with the atoms involved in the encounter. This behavior reflects the dif-
fering importance of the components of the total energy for different atom pairs,
especially the density corrections to the electron kinetic energy and the exchange
energy. The two screening functions are compared in Fig. 2 for Al, Cu, and Au
atom pairs. They agree well for small separations, but significant differences ap-
pear at separations approaching the nearest-neighbor distances, especially in the
lighter elements. These differences probably originate mainly in electron kinetic
energy corrections resulting from confinement of the atoms in Wigner-Seitz cells.
Evidently, relativistic corrections are small. The AMLJ potential is more efficient
computationally than the ZBL: preliminary MARLOWE calculations (Robinson
1992c) required about 20% less time with the AMLJ potential than with the ZBL.

Several attempts have been made to establish interatomic potentials on a more
fundamental basis. SCF methods were used to study potentials for AL-H (Sabelli et
al. 1978) and Al-Al (Sabelli et al. 1979) interactions. In both cases, the changing
symmetry of the ground-state with separation was followed, giving a clear picture
of the effects of electron promotion on the potential. In the Al-Al potential, a
‘kink’ appears in the screening function near 2ay. For larger separations, the SCF
potential is in excellent agreement with the local-density potential of Wilson et al.
(1977).

Ab initio methods were used to evaluate potentials for a number of pairs of
atoms for use in sputtering calculations. A potential was obtained for the interac-
tion of Art with Cu, at separations from about 40 to about 140 pm, using the 1+
state of CuAr™ as the basis (Broomfield et al. 1988). Figure 3 compares a screening
function derived from this work with those for the ZBL potential and a Moliére
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Figure 3. Screening functions for Ar-Cu collisions. The configuration-interaction potential of
Broomfield et al. (1988) is compared to the ZBL ‘universal’ potential (Ziegler et al. 1985) and to
a Moliere potential with the screening length 8.92 pm (Hou & Robinson 1979).

potential with a screening length used in earlier sputtering calculations (Hou &
Robinson 1979; Shulga 1982 made a similar choice). As the figure shows, the three
potentials agree closely with one another. This result supports the use of the ZBL
potential, but also makes it clear that the strategy of using the screening length
as a fitting parameter in the Moliere potential has merit. Similar potentials were
calculated for Art-Si and Si-Si (Stansfield et al. 1989) and for Cu-Si and Cu-Cl
(Broomfield et al. 1990). Similar consistency was found between these potentials
and the ZBL. In the Ar-Cu system, an avoided level crossing was noted at about
40 pm (that is, at about 1.8 keV), within which the model became unphysical and
other level crossings were also mentioned. Similar crossings were found in the Ar-Si



40 MM 43

and Si-Si systems also. Such crossings signal that changes in the ground-state of
the system must be expected and that electrons are likely to be promoted to ex-
cited states during an encounter (Fano & Lichten 1965, Lichten 1967, 1980, Barat
& Lichten 1972).

Keinonen et al. (1991) reported potentials for K-Cl, Na-Cl, and Cl-Cl interac-
tions, calculated for atomic clusters using density-functional theory. Their poten-
tials also agree reasonably well with the ZBL ones.

Hsieh et al. (1992) used LCAO-MO calculations on small clusters to test a
hybrid many-body potential with a Moliére core. They obtained reasonable agree-
ment for Cu-Cu and Ni-Ni interactions at energies up to 100 eV or so, but above
this, their potential was more strongly repulsive than the Moliere. It is not clear
to what extent this results from many-body effects on the interaction between the
closely-separated atoms, nor what changes would occur if the cluster were allowed
to relax.

O’Connor & Biersack (1986) compared the' ZBL, Moliére, and other potentials
with a large number of empirical potentials and found the ZBL to be the most
suitable, although some of the others are sometimes useful. Other comparisons,
with generally similar results were made by Chang et al. (1986, 1987) and by Chini
& Ghose (1989). When a uniform beam of swift atoms is scattered from a target
atom by a repulsive interaction, there is a conical region behind the target into
which the beam atoms cannot penetrate. The size of this so-called shadowcone
can be measured experimentally (see Eckstein 1991, p. 22, and Aono 1984). Chini
and Ghose (1989) cite the Born-Mayer potentials of Andersen & Sigmund (1965)
as giving good agreement with experimental shadowcones. Kato et al. (1988) find
the ZBL potential to give a better account than does the Moliere for experimental
shadowcones observed in the scattering of 1 keV rare gas lons from a TaC (001) sur-
face, especially when suitable account is taken of the effects of the image potential
in accelerating the incident particle. The inclusion of image-potential effects might
alter the other comparisons also. The AMLJ potential was compared (Nakagawa
& Yamamura 1988, Nakagawa 1991) with experimental range data in Si using the
ACAT code (Takeuchi and Yamamura 1983). The agreement was as good or better
than O’Connor and Biersack (1986) found for the ZBL potential. Eckstein et al.
(1992) compared range, sputtering, and ion reflection data, calculated for several
two-body potentials with a version of the BCA code TRIM.SP (Biersack & Eckstein
1984), modified to integrate the two-body equations of motion instead of using the
usual TRIM scattering approximations. The potentials were the Moliere with the
Firsov screening length, the ZBL, the so-called KrC potential (Wilson et al. 1977)
with the Firsov screening length, and an ab initio Si-Si potential with an attractive
region (Heinemann et al. 1990, Hackel et al. 1990; see also Eckstein 1991). Calcu-
lations were made for 0.1 to 10 keV Si on amorphous Si targets. Sputtering yields
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and reflection coefficients with the three repulsive potentials differed from those for
the ab initio potential for ions incident at near grazing angles where large impact
parameters are important. Otherwise, good agreement was found among the four
potentials. These results support the otherwise universal use of purely repulsive
potentials in BCA calculations.

The local-density method used in the ZBL and AMLJ calculations is restricted
to atoms in their electronic ground-states, as were the other calculations cited.
There is ample evidence (Kessel & Everhart 1966, Garcia et al. 1973, Grizzi &
Baragiola 1987, Yu 1991) of inelasticity in atomic collisions in the gas phase, as
well as in sputtering. Excited atoms emerging from such encounters have altered
electron-density distributions and will interact according to an altered, usually
more repulsive, potential-energy function in later collisions. Such effects are most
important for the primary particle: since calculated sputtering yields are especially
sensitive to the potential describing the interactions between the incident ions and
the lattice atoms (Harrison 1981a, 1983, 1988, Broomfield et al. 1988), inelastic
effects on this potential are likely to be significant. This sensitivity is explained
by the result from analytical theory (Sigmund 1981) that sputtering yields closely
follow the elastic stopping cross section of the incident particles. It is unlikely that
the corresponding effects on interactions among the target atoms are important,
as the great majority of them interact only at quite low energies, where inelastic
effects will not greatly alter the electron-density distributions.

4.2 Many-Body Potentials

At the time of Andersen’s (1987) review, almost all MD calculations in the atomic
collisions field had been performed with pair potentials and models of this type are
still used. One set of models uses a repulsive potential of the Born-Mayer type with
crystal (meta)stability supplied by truncating the potential or by using boundary
constraints (Averback et al. 1988, 1991, Caro et al. 1990, Diaz de la Rubia et al.
1987, 1989, Pan 1992, Pan & Sigmund 1990, Shulga & Sigmund 1990, 1991, Shulga
1991). In another set of models, the potentials are typically Morse potentials,
splined to a suitable repulsive potential for close approaches between the atoms
{Antonov et al. 1990, Averback et al. 1988, Betz et al. 1991, Broomfield et al. 1988,
1990, Diaz de la Rubia et al. 1989, Diaz de la Rubia & Guinan 1990, Harrison et
al. 1987, Lo et al. 1987, Mazzone 1988, Pelletier et al. 1992, Shapiro et al. 1988,
Shapiro & Fine 1989, Shapiro & Tombrello 1987, 1990a,b, 1991a,b, 1992a.b, Smith
& Harrison 1989). Harrison (1983, 1988) discusses the use of Morse potentials.
For some purposes, pair-potential models are satisfactory and they are, more-
over, more efficient computationally than more elaborate potentials. There are,
however, many drawbacks (Finnis & Sinclair 1984, Carlsson 1990). First, purely
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repulsive models lead inevitably to close-packed structures and so are restricted
to fcc metals. Second, in all pair-potential models, the proper relationships of the
elastic constants can be achieved only through boundary conditions on the nu-
merical crystallite. Such measures allow calculations for bee metals, but are not
altogether satisfactory, especially if the target has a free surface. Moreover, pair-
potential models are not able to give a good account of selvage effects (relaxations,
reconstructions), potentially important in sputtering, or of other defect proper-
ties, important in cascade studies as well as in more general solid-state contexts.
Consequently, many-body potentials have been developed to better represent the
properties of solids.

Two main classes of many-body potentials have been developed for use in studies
of transition metals and semiconductors. The theory underlying these potentials
and the relationships between them are reviewed in detail by Carlsson (1990). The
basic idea is to express the configurational energy of a solid as the sum of two

terms:
Eg= %sz(Rf,, R;) + 29 U[;gz(ﬂiaRa‘)]
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where the R; are the positions of the atoms, V; is a pair potential, g, is a pair
function describing the local environment of atom 4 in terms of the positions of its
neighbors, and U is a function describing how the energy of atom ¢ depends on its
environment. It is possible to go further and allow U to depend on three- or more-
body environmental terms, thus introducing angular forces into the picture, and
this is generally required for substances with strongly-directional covalent bonds
or for certain problems involving differences between similar structures. The pair
potential is often taken as an exponential {Born-Mayer) repulsion, but any of the
potentials discussed above could be employed. Furthermore, there is some arbi-
trariness in the division of E¢ -between V5 and U: any term in U that is linear in
the appropriate environmental parameter (see below) can be described by a pair
potential.

One class of many-body potential is based on a tight-binding (TB) analysis
(Cyrot-Lackmann 1968, Ducastelle 1970). When a solid is formed, the partly-
filled atomic valence orbitals broaden into bands: this broadening supplies the
attractive part of the bonding energy. It is assumed further that the valence-
band electronic density of states on a particular site can be given in terms of
radial contributions from the neighboring atoms. The binding function U is then
expressed in terms of the moments of the density of states. Since the first moment
vanishes (Carlsson 1990), the simplest approximation limits the model to the second
moment, which becomes the environmental parameter, describing the width of the
band, but ignoring its detailed shape. By adding higher moments to a TB model,
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various angular terms can be included in the interaction potential.

Another class of many-body potential is based on the so-called embedded-atom
method (EAM) (Daw & Baskes 1984, Foiles et al. 1986). The solid is regarded
as being assembled one atom at a time: the bonding energy is the energy gained
by embedding one atom in the background electron density of all the other atoms.
This density is the environmental parameter in the EAM. To make the treatment
tractable for simulations, it is assumed that the bonding energy associated with a
particular atom is determined by the local background electron density at the site of
the embedded atom and it is further assumed that this density can be constructed
as a superposition of radial functions centered on the other atoms. Angular terms
can be added to EAM potentials by including gradients and higher derivatives of
the electron density. It should be mentioned that the substantial formal similarities
between the EAM and TB approaches (Carlsson 1990) often makes a distinction
between them unnecessary or even impossible (see, for example, Johnson 1991).

Much like the EAM is so-called effective-medium theory (Jacobsen et al. 1987),
useful in modelling various bulk and surface properties of metals. Each atom is
embedded in a uniform electron density provided by its neighbors. The neighbor
densities are averaged over the region occupied by the embedded atom. The pa-
rameters of the potential are then evaluated in the local-density approximation.
Effective-medium potentials have not been used so far in atomic-collision calcu-
lations. See Carlsson (1990) for comparisons of the EAM and effective-medium
theory.

Both the TB and EAM potentials may be parameterized and the parameters
fit to such experimental data as the lattice constant, the cohesive energy, the bulk
modulus, the elastic constants, the vacancy-formation energy, properties of the
diatomic molecule, and surface properties. It is not possible to fit all experimental
data with great precision and compromises are usually necessary, tailored to the
needs of the particular simulation. Furthermore, fitting the parameters of many-
body potentials to elastic-constant data in crystals without inversion symmetry
poses special problems because of the effects of inhomogeneous strains (van Midden
& Sasse 1992).

The EAM was originally applied to fcc metals, but Johnson & Oh (1989) and
Adams & Foiles (1990) have described EAM models suitable for bee metals. Suit-
able EAM potentials cannot be found for most of the hexagonal metals (Pasianot &
Savino 1992), but TB potentials of the Finnis & Sinclair (1984) type are available
(Igarashi et al. 1991), although these have been criticized (van Midden & Sasse
1992). A modified EAM was described recently by Baskes (1992).

Typical recent examples of EAM potentials are given by Garrison et al. {1988),
Chen et al. (1990), and Guellil & Adams (1992). Recent TB potentials are given
by Igarashi et al. (1991), Loisel et al. (1991), and Gades & Urbassek (1992). Like
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the pair potentials, both EAM and TB potentials- may be combined with one of
the repulsive potentials discussed above. Hsieh et al. (1992) use a cubic spline to
connect a Moliére core to the two-body part of an EAM potential; over the same
range of separation, they smoothly remove the many-body part.

The EAM was used for simulations of low-energy hydrogen-atom reflection from
metals by Baskes (1984), but was used first in sputtering simulations by Garrison
and her coworkers (Garrison et al. 1988, Lo et al. 1988, Wucher et al. 1992, Wucher
& Garrison 1992a,b, 1993). It is used in simulations of displacement cascade de-
velopment, (Diaz de la Rubia & Guinan 1990, 1991; Chou & Ghoniem 1991; Proen-
necke et al. 1991) and in studies of cluster impacts (Hsieh et al. 1992), as well as in
other sputtering simulations (Gades & Urbassek 1992, Karetta & Urbassek 1992).
Diaz de la Rubia & Guinan (1990) also use TB potentials of the type developed
for bee metals by Finnis & Sinclair (1984).

Angular forces are required to stabilize structures with strongly-directed chemi-
cal bonds, such as the diamond-structure semiconductors. A tight-binding analysis
(Carlsson 1990) can be used to show how the inclusion of third- and fourth-moments
in the evaluation of the bonding energy leads to terms depending on the positions of
three or four atoms and thus introduces forces depending on the angles between the
bonds. However, most simulation work uses not only empirically-fitted parameters,
but also empirical dependences on bond angles.

A potential proposed by Stillinger & Weber (1985) combines two- and three-
body terms. The former is a generalized Morse potential; the three-body term
involves the lengths of three interatomic vectors and the angles between them.
It was used in sputtering simulations by Stansfield et al. (1989). Tersoff (1986,
1988a,b,c¢) has proposed alternative potentials, also using a generalized Morse po-
tential, but here the parameters are made functions of the local environment, in-
cluding bond lengths and angles. The hazards in such empirical potentials are il-
lustrated by Tersoft’s first potential for Si (Tersoff 1986), which proved not to have
the diamond lattice as its ground state (Dodson 1987a), a problem later corrected
{Tersoff 1988a). Several alternative Si potentials have been proposed (Brenner
& Garrison 1986, Baskes 1987, Dodson 1987a, Biswas & Hamann 1987). Simi-
lar potentials have been developed for C (Tersoff 1988b, Brenner 1990) and GaAs
(Smith 1992). Several simulations of sputtering and related topics have used such
potentials (Dodson 1987b,c, 1990, Dodson & Taylor 1987, Smith et al. 1989, 1990,
Mowrey et al. 1991, Smith & Webb 1991, 1993). Several studies, summarized by
Carlsson (1990), examined reconstructions of Si surfaces using the potentials cited,
with mixed success. One must express some concern, therefore, that the assumed
angular dependences are not accurate near surfaces and may be unsatisfactory for
sputtering simulations in some cases.

An empirical potential has been proposed for MD calculations in the high-
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temperature perovskite superconductor YBapCuzO7_s (Chaplot 1988, 1989, 1990).
This potential was used for low-energy radiation-damage studies (Cui et al. 1992).
Kirsanov & Musin (1991) reported some low-energy radiation-damage calculations
in this material using a Morse-type pair-potential with boundary constraints. Men-
tion must also be made of potentials for use with alkali halides (Catlow et al. 1977)
and for the interactions of rare-gas atoms with alkali halide ions (Ahlrichs et al.
1988). These potentials may be described as combining Born-Mayer repulsive in-
teractions with attractive terms of the van der Waals power-law type. They have
been used in recent studies of cluster impacts (Cleveland & Landman 1992).

5 Inelastic Energy Losses

Besides losing energy in scattering from the atoms of the target, energetic particles
also lose energy by exciting electrons, both those of the medium and those of
the particles themselves. Stoneham (1990) has reviewed the effects of ion-electron
energy exchanges on collision-cascade development in a general way. In metals and
semiconductors, the inelastic energy loss is calculated from the dynamic response
of a uniform electron gas to the passage of a charged particle, a topic reviewed by
Echenique et al. (1990). The theory accounts very well for the stopping of protons
in matter over a wide range of kinetic energy, from a few keV to many MeV.
The effective-charge theory of Brandt & Kitagawa {1982) allows this treatment
to be extended to other particles. At low projectile kinetic energies, however,
experimental data do not exist for testing a theory of electronic stopping and the
situation is ambiguous. Finally, at the very lowest energies allowance must be
made for the ordinary electron-phonon interaction, the importance of which was
emphasized by Flynn and Averback (1988).

At several points in the following discussion, the inelastic energy losses are
related, either explicitly or by implication, to the local density of electrons in
the stopping medium. There are two problems with this formulation. First, such
losses involve the excitation of target electrons that are not local to the track of the
projectile: one would expect to integrate the excitations over the target electron
density in a region surrounding the projectile track, with a weighting function
to describe the losses as a function of the distance to the electrons in question.
Second, the inelastic energy losses involve excitations of the projectile electrons
themselves: again an integral over the excitations is required, this time using the
electron-density distribution in the projectile. Thus, significant reservations must
be expressed about formulations that do not include such integrations, but restrict
themselves to the local density (see Sigmund 1991, Mikkelsen et al. 1992).
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5.1 Inelastic Energy Losses in BCA Models

Some BCA simulation models treat inelastic energy losses as depending on the
energy of a projectile and on the pathlength it traverses, but not on the particu-
lar surroundings of the trajectory segment. There are, therefore, no correlations
between the elastic and the inelastic energy losses. Such models may be said to
use ‘nonlocal’ inelastic losses, since no properties local to the particular path seg-
ment enter the calculation. At low energies, the nonlocal electronic stopping cross
section usually takes the form (Fermi & Teller 1947, Lindhard & Scharff 1961)

Se(E) = kE'/? (3)

where E is the projectile kinetic energy and the parameter k is derived from ex-
periment, from the well-known LSS theory (Lindhard & Scharff 1961, Lindhard et
al. 1968), or otherwise. This form is included as an option in both MARLOWE
(Robinson 1989) and TRIM.SP (Biersack 1987). It may be used alone or mixed in
some proportion with local inelastic energy losses. In at least one case (Cowern &
Biersack 1983), a version of TRIM included electronic energy-loss straggling using
an approximate treatment by Bohr (1915).

An alternative formulation of the inelastic stopping problem follows Firsov
(1959) in making the energy lost inelastically in a collision depend on how closely
two atoms approach one another, providing a strong correlation between the elastic
and the inelastic energy losses in individual encounters. Firsov assumed the relative
energy in the collision to be high enough that the projectile was undeflected and
used an asymptotic form of the Thomas-Fermi screening function (Gombés 1956),
obtaining for the inelastic loss in a single collision

aEl/Z
(1+ Bp)®
where p is the impact parameter and « and 5 are numerical parameters.
Firsov’s formula may be corrected approximately for scattering by replacing p
with R(p, E), the apsis in a collision (Robinson & Torrens 1974). The asymptotic
Thomas-Fermi screening function may be replaced by an exponential function,

which has a more realistic behavior at large distances (Oen & Robhinson 1976).
The result may be written

Qp. E)=

2
Qp, B) = kB> s 1 Hp B e (4)

where a 1s a screening length and « is a parameter, taken originally as 0.3 to
connect Eq. {(4) with the Moliére potential. Under the conditions of the impulse
approximation, this formulation gives the stopping cross section of Eq. (3), which
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Figure 4. The deflection factor in the OR electronic stopping cross section model, evaluated for

the Moliére potential (Robinson 1992¢c). The original OR work (Oen & Robinsan 1976) used v =
0.3.

is proportional to the projectile velocity, but for lower energies, it falls more rapidly
than implied by Eq. (3). The OR stopping cross section is

SOR(E) = 27r/ PQ(p, E)dp = kEY %0 (e)
0
The deflection factor is

o(e) = / " pem RO gy,
0

where e = F/Ey, is the usual reduced energy and

VAV AL
B = 142¢€” My + my

a me ’

with Z;e and Zze the nuclear charges of the projectile and target atoms, respec-
tively, and m; and ms their masses. Figure 4 shows o(¢) for the Moliere potential,
with several values of 4. The OR model cuts off the electronic energy losses at low
projectile velocities in a plausible manner. The original connection between the
OR model and the Moliére potential is not essential: any potential can supply a
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and R(p, E), k can be determined as in the nonlocal model, and v can be used as a
free parameter with the nominal function of making the inelastic energy loss follow
the electron density in the target atom. Lennard et al. (1992) used the OR model
with modified constants to fit the stopping of low-velocity 27 Al ions in carbon. The
effects on electronic stopping of the impact parameter cutoff used in BCA codes is
discussed elsewhere (Oen & Robinson 1976, Robinson 1993).

Another method of treating inelastic energy losses in a local manner is to relate
the stopping cross section to the local electron density at the position of a projectile.
Two models of this kind were designed specifically for low-energy ion implantation
in Si. Azziz et al. (1985, 1987) used linear response theory (Echenique et al. 1990)
to calculate the energy transferred to an electron, viewed as an oscillator, as a
function of impact parameter. A method outlined by Ferrell & Ritchie (1977) was
used to average the loss over the electron distributions of the two colliding particles.
The final loss calculated for B-Si collisions as a function of impact parameter was
said to agree well with both the Firsov and OR models and the energy dependence
of the inelastic stopping cross section was similar to the LSS function. Klein et
al. (1990) used the proton stopping cross section of Echenique et al. (1981) and
the effective-charge theory of Brandt & Kitagawa (1982), but used a local electron
density for Si based on a muffin-tin approximation. Both Azziz et al. (1985, 1987)
and Klein et al. (1990) modified MARLOWE to use their stopping cross section
formalisms and both claim improved agreement between simulation and experiment
for B implantation distributions in Si. Some doubt must be expressed about the
validity of response functions derived for the uniform electron gas for modeling the
response of the very nonuniform electron distributions in atoms.

Kaneko (1990a,b) developed a wave-packet theory for inelastic energy losses
which shows losses that decrease with impact parameter less rapidly than they do
in the OR model when applied to Pb. However, changes in the screening length and
proper accounting for deflections would alter the comparisons. Unlike most other
workers, Kaneko also discussed the impact parameter dependence of the straggling
of the electronic energy loss. Inclusion of straggling is important in comparing
simulations with experiment, especially at higher energies.

Murthy & Srinivasan (1993) used a different scheme to study the implantation of
7 MeV He™ in Si under channeling conditions. They modified MARLOWE to use
the nonlocal electronic energy-loss formulation of Burenkov et al. (1980), coupled
with a function describing the electron density in various important channels in Si.
See Logan et al. (1992) for details.
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5.2 Inelastic Energy Losses in MD Models

Nonlocal inelastic energy losses can be included in MD models by adding to the
equations of motion a frictional term based on Eq. (3):

M%=TF - 5% (5)

where M is the mass of an atom, F represents the conservative forces, 8 =
nk(M/2)*/2, and n is the target density. The frictional force represented by Eqs.
(3, 5) is directed along the instantaneous trajectory of the projectile. The relax-
ation time for inelastic energy losses, M/, is ~ 0.5 ps for typical cases, assuming
the LSS theory for £. Only a few programs (Valkealahti & Nieminen 1987, Jakas
& Harrison 1984, Harrison & Jakas 1986b) include nonlocal inelastic energy losses,
mainly on the ground that they are insignificant at low initial kinetic energies.
Caro & Victoria (CV) (1989) describe an MD model for metals which includes
local electronic effects. They identify two regimes: at relatively high kinetic ener-
gies, there are inelastic energy losses described by Eq. (5) with 8 depending on the
local electron density in the spirit of the OR model; at low energies, there are inter-
actions between slowly moving atoms (‘phonons’) and conduction electrons which
equilibrate the excess kinetic energy of the atoms with the electrons and permit
the ordinary metallic heat conductivily to carry the energy away from the cascade
region (see Flynn & Averback 1988). To model the electron-phonon interaction,
they turn to Langevin’s equation of motion, well-known in the theory of Brownian
motion and other areas of statistical physics (Chandrasekhar 1943, Uhlenbeck &
Omnstein 1930, Wang & Uhlenbeck 1945; see Wax 1954). This takes the form

M% =F +q(t) — (6)

where 7(t) is a random force and [ now measures the strength of the coupling of
the atomic system to the heat bath represented by the electrons. Each component
of n(t) obeys a Gaussian distribution with mean value zero and variance 28kgT,
where kg is Boltzmann’s constant and T is the temperature of the reservoir. In
the regime where Eq. (6) applies, M /S is the relaxation time for electronic heat
conduction, ~ 10 ps. Equations (5) and (6) are similar, but the frictional coupling
parameters differ by more than an order of magnitude.
CV unify the treatment of the two regimes empirically by setting

B = A In[ap/® + b] (7)
where p is the local electron density, A and b are fitting parameters, and

o= (37%)Y?% ay = 3.0937 ay .
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The value of A is near (h/3)(Z/mau)* = 8 x 10712722 g/s. The electron density
in Bq. (7) is derived from the many-body interaction potential used for the con-
servative forces, such as an EAM potential with allowance made for the repulsive
potential at small interatomic separations.

The CV model provides an empirical treatment of electronic effects in cascade
simulations in much the same spirit that the empirical many-body potentials do for
the conservative forces. The model is used in the MOLDYCASK code (Diaz de la
Rubia & Guinan 1990, 1991, Proennecke et al. 1991), but has not been applied to
sputtering studies. Since the time scale for electron-phonon interactions is generally
much greater than that for sputtering, it is likely that a CV model including only
the local electron density dependence of the electronic stopping cross section would
suffice for most sputtering simulations, subject always to the caveat expressed above
about the use of local densities for this purpose.

5.3 The Effects of Inelastic Energy Losses in Sputtering

As Andersen (1987) pointed out, it has long been realized that the LSS model
(Lindhard et al. 1963, 1968) implies substantial losses of energy to electronic ex-
citations, even at very low kinetic energies. The role of these low-energy inelastic
losses in displacement damage was discussed by Robinson & Oen (1982). They
pointed out that the so-called modified Kinchin-Pease (or NRT) model (Norgett et
al. 1975) incorrectly discounts electronic energy losses occurring below the cascade
multiplication threshold in calculating the damage energy. An approximate correc-
tion can be made by defining L = 2E,/x, where Fj is the displacement threshold
and « is the displacement efficiency, and then writing the mean number of defects
as

<v> = 2 L<E<oo
E

where E‘(E) is the conventional damage energy from the LSS treatment. The
correction factor L/ E(L) can increase the estimated damage by 20% or more.

Several claims were made during the past decade that inelastic energy losses
play a major role in determining sputtering yvields. This conclusion was reached
on the basis of BC (Robinson 1983), MC (Harrison 1988, Jakas & Harrison 1984,
Harrison & Jakas 1986b, Biersack & Eckstein 1984, Eckstein & Biersack 1984), and
MD (Harrison 1988, Jakas & Harrison 1984, Harrison & Jakas 1986b) simulations
as well as on a numerical transport-theory calculation (Jakas & Harrison 1985),
so appears quite general. It was based, however, on simulations with nonlocal
electronic stopping and, in at least one case (Robinson 1983), an artifact in the
simulation was partially responsible.
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Table 2: The Effect of ‘Last Flight’ Electronic Energy Losses on Self-Sputtering Yields
in Polycrystalline & — U (Robinson 1983, 1992¢).

Sputtering Yield (atoms/ion)

Incident Local Energy Nonlocal Electronic Energy Losses Final
Energy Losses ‘Last Flight’ No ‘Last Flight’ Path
E (keV) (z)(nm)
0.5 1.703£0.018  0.703£0.011 1.03740.014 0.378
1 3.3244+0.039  1.5914+0.025 2.157+0.029 0.290
3 7.463+£0.123  3.657+0.054 4.872-+0.091 0.272
5 10.60040.190  5.20340.111 6.757+£0.129 0.247
kn = 2.625 eV'/?/nm  U,= 5.37 eV pe = 0.240 nm

A large difference was found in the self-sputtering yields of polycrystalline a-
U calculated with nonlocal and local loss models, using MARLOWE Version 11.7
(Robinson 1983): nonlocal losses were evaluated even for trajectory segments which
did not end in a collision, but extended beyond the reach of the potential at the
target surface. In contrast, local losses were evaluated only for trajectory segments
ending in collisions. It can be shown that, when the planar model {Robinson 1981,
Hofer 1991) is used to describe surface binding, the inclusion of ‘last flight’ inelastic

energy losses is equivalent to increasing the surface binding energy U,. The effective
surface binding energy is

2
Uet = Us (1 + ?USI/—Q) (8)

The electronic stopping cross section is kE'/2, n is the target density, and (z) is
the average length of the last flight segment. The effects of such ‘last flight’ losses
are shown in Table 2, which compares yields calculated with local inelastic energy
losses, with nonlocal losses calculated as in MARLOWE Version 11.7, and with
nonlocal losses calculated as in MARLOWE Versions 12 and 13, where they are
omitted on ‘last flights’. The table also shows the mean path deduced from the two
nonlocal-loss calculations using Eq. (8). As expected, {z) is somewhat greater than
Pe, the impact parameter cutoff, which determines how far an atom must move
away from the crystal surface plane before it no longer interacts with target atoms.

Table 2 shows how sensitive simulations can be to seemingly unimportant de-
tails. The difference between the local- and nonlocal-loss models is much greater
for U than for lighter elements: here € ranges from ~ 107% to ~ 1073, so that the
stopping cross section in the local model is never more than 20% of the nonlocal
value. Even so, about one-third of the difference is accounted for by the ‘last flight’
effect. For the sputtering of Ni by Ne (Eckstein & Biersack 1984), the difference
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between the two models is less, but the role of ‘last flights’ is even greater. Both
MARLOWE and TRIM.SP were modified some years ago to eliminate the ‘last
flight’ effect.

At the present time, it is not possible to establish unambiguously whether or not
low energy particle interactions in solids are dominated by electronic energy losses
as implied by some of the simulations cited above. It is clear that if such losses
continue to the lowest energies, as implied by the LSS theory, they must eventually
be dominant (see Jakas & Harrison 1985). If the electronic stopping process is to
go over into the ordinary electron-phonon interaction at thermal energies, however,
the cross section must finally be an order of magnitude lower than the LSS value:
see the discussion of the CV model above. What is needed is a detailed theoretical
analysis of the transition between the electronic-stopping regime and the electron-
phonon regime. This remains one of the most difficult and obscure problems in
particle-solid interaction theory at the present time.

6 Surface Modelling

The surface of an irradiated target has a decisive influence on the number of par-
ticles sputtered and on their distributions in direction and kinetic energy. This
is clear from experiments (Hofer 1991), especially those on single crystal targets,
which show characteristic angular distributions. The surface is also responsible for
transforming the energy distribution of atoms recoiling inside the target, more-
or-less proportional to F~2, into one characteristic of sputtered atoms, with a
maximum near half the surface binding energy (Sigmund 1981, Thompson 1968).
Thus, some attention must be given to modelling the target surface in a realistic
manner. There are four issues to resolve: the magnitude and detailed nature of the
surface binding, the fate of atoms which fail to surmount the binding barrier, target
selvage effects, and the effects of prolonged irradiation. Surface binding is inher-
ent in stable MD models, especially those with realistic many-body potentials, but
must be considered carefully in BCA models; there are problems also in MD models
using only pair potentials, since these are known (Robinson 1981) not to deal cor-
rectly with the target selvage. Geometrical changes in selvages include relaxations
of near-surface atoms away from their ideal crystal positions and, even more dras-
tically, reconstruction of the crystal surface. Relaxation effects and reconstruction
of some metal surfaces have been studied with EAM models (Foiles et al. 1986,
Chen et al. 1986, Foiles 1987) and the reconstruction of one Si surface has been
accounted for with many-body potentials (Abraham & Batra 1985, Khor & Das
Sarma 1987). There are also undoubtedly selvage effects on interaction potentials,
inelastic energy losses, and surface binding energies. Nevertheless, such selvage
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effects are generally ignored in sputtering simulations, on the ground of their likely
low significance (Harrison 1988). While caution in this area is suggested, the large
uncertainties in other areas make the position tenable for the present.

6.1 Surface Binding Models

As is well-known (Robinson 1981), the cohesive energy of a solid, Uy, is the energy
required to disperse its atoms into a dilute, monatomic, gas-like state. For materials
evaporating exclusively as atoms, Up is the thermodynamic heat of vaporization,
corrected to 0 K and zero pressure. For substances containing molecular species
in the gas phase, further corrections are needed as well. The energy necessary
to remove one atom from an interior (bulk) location in a solid to infinity is 20,
excluding relaxation effects around the residual vacancy. The energy necessary to
remove an atom from an average surface site (a ‘half-lattice’ position) is thus U, =
Uy, again ignoring relaxations. These energies are thermodynamic quantities, which
apply only when the processes are carried out reversibly: there is no particular
reason for the values to be the same when processes are carried out rapidly, as
always occurs in sputtering, at least outside the thermal spike regime. It may be
noted in passing that a bulk binding energy in a BCA simulation plays somewhat
the role of the attractive force in an MD simulation.

In metals, and to a lesser degree in semiconductors, it is plausible to divide
the total binding energy into two portions, one localized to the lattice site, the
other associated with the crystal as a whole, a model consistent with electrostatic
models of a metal surface (Finnis & Heine 1974, Landman et al. 1980). This model
is used in both the BC code MARLOWE and the MC code TRIM.SP: the bulk
binding energy is often ignored or taken as a small value (Robinson 1983, Eckstein
& Biersack 1984), although the value U is indicated by the foregoing discussion and
is often used too (Robinson 1990, 1992b). At the surface, the value U, = Uj is used:
since this surface binding energy is regarded as not being localized in interatomic
bonds, it is treated as a sort of work function, affecting only the component of
a projectile’s motion normal to the target surface. This is the well-known planar
binding model, widely used in analytical theory (Sigmund 1981, Thompson 1968)
as well as in BCA codes.

There are several issues that are not fully resolved. First, Us ought to depend
on the orientation of the crystal surface, but in most calculations this is ignored
(appropriately in MC codes). Second, both bulk and surface binding energies ought
to depend on the surroundings of an atom: atoms in surfaces or adjacent to defects
would be affected. This is not only an issue in prolonged bombardments: in some
single cascades, large numbers of atoms can be ejected and changes in binding
are surely associated with such events. There is evidence from MD simulations
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(Shapiro & Tombrello 1990b, 1991b) that lowering of the surface binding energy by
surface disorder is responsible for part of so-called nonlinear effects in sputtering.
Thompson (1981) discusses several reasons for such effects. Yamamura (1988)
uses a damage-dependent surface binding model in his DYACAT code. Third,
both bulk and surface binding could depend on the direction in which an atom
recoils. There has been speculation (Garrison et al. 1987, Kelly 1987, Oliva et al.
1987) that U, should be greater than Uy, but these ideas are based on models in
which the surface binding is localized in surface sites or depend on pair-potential
calculations by Jackson (1973, 1975), which gave unphysical surface relaxations.
See also comments of Andersen (1988).

Recent MD calculations by Gades & Urbassek (1992) have studied the ejection
of atoms from a Cu {001} surface using pair potentials and many-body potentials
of two types. With a Morse potential, they find the binding energy of an atom in
an intact {001} surface to be about 31% greater than Uy, in excellent agreement
with calculations of Jackson (1973,1975) and of Lo et al. (1988). However, both
EAM and TB potentials gave surface binding energies only about 16% greater than
Ug. The EAM result is somewhat lower than was found by Lo et al. (1988). The
definition of the surface binding energy differs slightly among these calculations and
the two EAM potentials were fit to slightly different data. Gades and Urbassek
explain the difference between the pair-potential and many-body potential results
in terms of a strengthening of bonds in the target surface, as compared with those
in the interior of the target. See Carlsson (1990) for a detailed discussion of bond
strengthening at surfaces. The explanation is reminiscent of that of Finnis & Heine
(1974) for the inward relaxation of many metal surfaces.

Finally, something must be said about the surface binding model and temporal
aspects of sputtering, especially the ejection time. It has been pointed out (Karetta
& Urbassek 1992, Hou et al. 1993) that it is difficult to define the time at which
an atom is ejected from a target unambiguously and that correlations between the
ejection time and other quantities such as the kinetic energies of the sputtered
atoms are strongly affected by the definition. The detailed spatial nature of the
surface binding process is also an issue. While the energy lost to surface binding
is not dependent on the spatial shape of the barrier, the time spent in traversing
it is very sensitive to the shape.

6.2 Surface Binding and Sputtered-Atom Energy Spectra

When the planar binding model is used, sputtered atoms lose an energy U, in
passing the binding barrier and, since this energy comes entirely from the velocity
component normal to the target surface, experience a refraction as well. The energy
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and direction of the sputtered atom are

E = Ey—1U.
(9)
EO/"'(Z) - Us
# By - U,

where p = cos, ¥ is the angle between the (outward) surface normal and the
atom’s velocity, and subscript 0 denotes values before passing the barrier. If the
particle flux incident on the binding barrier is isotropic and follows an Ej 2 energy
spectrum, the sputtered atoms are distributed as

25y  en
U, (et 1)°

ple, ) = (10)
where ¢ = E/U, and S; is the total flux density incident on the barrier in 0 <
po = 1,1 < e < co. BEquation (10) is the familiar Thompson model (1968): it
has a maximum at ¢* = 1/2; the sputtered flux is isotropic (the factor u is just its
projection onto the barrier); and the total flux density of sputtered atoms is Sg/2.

Equation (10) can be generalized in a simple way. Sigmund (1981) retained the
isotropic flux incident on the barrier, but replaced the energy dependence with the
Ey 2(1-m) spectrum appropriate to Lindhard’s treatment of scattering (Lindhard
et al. 1968), where m is the characteristic power-potential index. Garrison (1986),
on the other hand, retained the Eg % gpectrum, but considered the effects of flux
anisotropy as a means of obtaining improved agreement with experiments (Baxter
et al. 1986) which showed the maximum in the sputtered-atom energy spectrum to
vary with direction. These treatments can be unified by specifying the flux incident
on the barrier as

S 1+k
po(eo,uo)z(l~1)(k+2)iol—iil— 0<pup <1, 1< <00
s €

which may be transformed to give the sputtered flux as

€ ep? k/2
pew) = -DE+DP =S (LT

Sigmund’s result is obtained by setting [ = 2(1 — m) and k = 0 and Garrison’s
by letting I = k& = 2. Except for the case k = 0, Eq. (11) describes an energy spec-
trum which depends on the emission direction, or, mutatis mutandis, an angular
distribution which varies with the particle energy. Eckstein (1987) has reported
TRIM.SP calculations which show sputtered-atom energy spectra which vary with
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the direction of emission. The maximum in the energy spectrum is a function of k,
1, and . Suffice it to say that for u = 1 (along.the target normal), the maximum
occurs at ¢* = 1/1; for p = 0, it occurs at €* = 1/(1+k/2); and for a range of cases
tested, it is a monotonic function of u. Finally, the fraction of particles incident on
the barrier which successfully escape is (2 + k)/(2{ + k). This formula, with & > 0,
can account for BCA simulations which show that substantially more than half the
particles incident on the binding barrier with €y > 1 actually are sputtered. This
result is evidently due primarily to the angular distribution of the incident flux and
underscores the weakness of the assumption of isotropy.

Whatever the validity of the assumption of isotropic particle fluxes in struc-
tureless media, it cannot be satisfactory for atoms ejected from crystalline targets.
The focusing effects of the lattice (Lehmann & Sigmund 1966) will alter the angular
distributions of the ejecta, as is well known. These effects are clearly displayed by
the BCA calculations of Whitlow & Hautala (1987) and of Hou & Eckstein (1990).

The calculations of Gades & Urbassek (1992) reflect on the validity of the planar
binding model: they evaluated the refraction of atoms ejected from intact {001}
surfaces in Cu at various angles to the surface normal. They find the refraction in a
Morse potential to be less than predicted by the planar binding model, whereas the
many-hody potentials show a greater refraction. Thus, in a Thompson-like model,
€ < 1/2 for the pair potentials and > 1/2 for the many-body potentials. These
results are consistent with the sputtering simulations of Lo et al. (1988). However,
the initial angular and energy distributions of the ejected atoms are decisive in
determining the final distributions, so this property alone cannot be used to assess
the potentials experimentally.

Another aspect of the planar binding model must also be dealt with by BCA
codes. Since some of the atoms incident on the binding barrier have insufficient
energy to escape from the target surface, some account of their fates must be given.
One possibility, used in TRIM.SP (Biersack & Eckstein 1984), is to allow these
atoms to reflect from the barrier and to re-enter the target for further collisions.
Another possibility, used in MARLOWE (Robinson 1992a), is to consider such
particles as adatoms trapped at the target surface. Since adatom kinetic energies
are mostly quite small, the two procedures differ little. A more accurate model
could be developed by comparisons with MD calculations.

6.3 Surface Topography and Sputtering Simulation

Sputtering experiments are often performed at doses (fluences) high enough to
permit gravimetric detetmination of the yield. The resulting changes in topography
are well-known (Carter et al. 1983, Scherzer 1983). Recent experiments with the
scanning tunneling microscope show how topographic features develop even at low



MfM 43 , _ 57

doses from the dynamics of surface vacancies and adatoms (Michely et al. 1991)
produced during low-energy ion irradiation of noble-metal surfaces (Michely et al.
1990; Michely & Comsa 1991, 1993; Tsong 1993). Eventually, such features merge
into rough surfaces of various kinds (Carter et al. 1983, Scherzer 1983, Eklund et
al. 1991). Accounting for the effects of these changes in topography in computer-
simulation models is not well advanced.

Yamamura and his coworkers (Yamamura et al. 1987a.b, Yamamura & Mu-
raoka, 1989) used the MC program ACAT (Takeuchi & Yamamura 1983) to study
the effects of surface roughness on sputtering simulations. A rough surface was
introduced into TRIM (Biersack & Eckstein 1984, Haggmark & Biersack 1981).
Several models of ronghness were used in these calculations, all on a fairly fine
scale. Calculations were made of the dependence of the sputtering vield on the
angle of incidence of the ions. This dependence is marked by a maximum yield at
an angle of 60° or so from the normal. The angle of the maximum was significantly
increased when the surface was roughened, mainly because there was less reflection
of the incident particles. The results were in better agreement with experiment
than was achieved for smooth targets for 1.05 keV Ar* on Ta (Yamamura et al.
1987a) and for 1 keV D on Ni (Haggmark & Biersack 1981). The angles of maxi-
mum yield and the effects of roughness on them must depend significantly on the
masses of the incident and target particles, crystal orientation, incident energy, and
other variables.

The reflection of H atoms from Ni surfaces (Ruzic & Chiu 1989) and the sput-
tering of graphites by H and C atoms {(Ruzic 1990) were studied with a version
of TRIM meodified to include surface roughness described in terms of fractals. A
related fractal surface was also used (Ruzic & Chiu 1989) in a few reflection cal-
culations with an MD code (Baskes 1984) based on the EAM. The fractal TRIM
reflection calculations showed a decrease in the reflection coefficient as soon as the
fractal dimension D increased above 2, with a minimum around D = 2.2, and an
increase for larger roughness. The effect was small at normal incidence and most
important at grazing incidence. The effect of roughness on the sputtering yield
was also small at normal incidence, but, at oblique incidence, the yield increased
for small roughness, passed through a maximum, and decreased again for large
roughness. The effects were the greatest at the lowest energies.

None of these models of rough surfaces addresses the dynamical evolution of
target surfaces during sputtering, although Ruzic’s fractal surface model could
probably be developed to do this and seems to show promise as part of a model
of more realistic surfaces for use in MD and BC calculations. Gades & Urbassek
(1992) point out that surface binding energies calculated for intact crystal surfaces
are not especially relevant to sputtering under realistic conditions, since atoms in
the roughened surfaces will have a statistical distribution of coordination number
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and thus will approximate better to the U; = Uy model.

7 Comparisons of Simulation Models

A few recent investigations compare one simulation model with another or supply
information that is relevant to such comparisons. These are useful for understand-
ing the relationships among the different models.

Webb et al. (1986) examined the frequency of encounters between moving par-
ticles in cascades, using the QDYN code. A collision was said to occur if the
potential energy between two particles exceeded a threshold value. They focused
on encounters that were ‘nounlinear’, that is, in which both colliding atoms were
already moving. The number was small at the start of a cascade, but increased to
a plateau after 100 to 150 fs, a time corresponding approximately to that at which
the maximum number of atoms is in motion, and most particles already have very
low energies. In 5 keV Art bombardments of Cu ~18% of encounters were non-
linear if the threshold was taken as 0.5 eV, ~9% for a threshold of 1 eV, and ~6%
for a threshold of 2 eV. These results support the assumption of most BCA codes
that encounters between moving particles can often be safely neglected.

Wucher et al. (1992) compare experiments, MD simulations, and BCA simula-
tions of the sputtering of Ni {111} surfaces by 1.1 keV Art. They observed angular
distributions of energy-selected sputtered particles. Ejection near a <001> direc-
tion was found to be significantly energy-dependent, the maximum moving from a
polar angle of 36.3° for 10 eV recoils to 49.4° for 55 eV recoils. Their results are
said to be In quantitative agreement with a caleculation for Cu (Robinson 1981),
based on approximations used in MARLOWE, namely the BCA, the treatment
of simultaneous collisions, and the planar surface binding model. The Gibson II
Born-Mayer potential (Gibson et al. 1960) was used to describe the interactions of
the atoms. The MD simulations of Wucher et al. (1992) used an EAM potential
splined to a Moliére core (Garrison et al. 1988) and gave a smaller change of the
position of the <001> feature with recoil energy. The difference between the two
calculations can be attributed partly to different potentials and partly to includ-
ing the full cascade development in the MD simulation: there are many ways for
particles to reach the ejection direction other than the perfectly focused <001>
process assumed in the BCA calculation. It must be mentioned that studies of
the sputtering of Au {111} surfaces by 0.6 keV Xet with MARLOWE gave quite
different results (Hou & Eckstein 1986, Eckstein & Hou 1991). Ejection of target
atoms into directions interpreted by Wucher et al. as <011> and <001> directions,
are interpreted in terms of other kinds of processes. The differences between these
two sets of results is hard to understand. The mass ratios Xe/Au and Ar/Ni are
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similar, as are the penetration depths of the ions: for 0.6 keV Xe atoms, the mean
penetration into Au {111} targets is 0.867 & 0.009 ap (just over two layers), where
ap is the lattice constant of Au, 0.4078 nm; for 1.1 keV Ar, the mean penectration
into Ni {111} is 1.239 &+ 0.009 aq (just over three layers), where the lattice con-
stant is 0.3524 nm (Robinson 1992c). Explanations based on traditional focusing
processes seem uunlikely, but more research is clearly needed.

Chang et al. (1988) compared three methods of simulating the interaction of
energetic lons with crystal surfaces, paralleling early work of Karpuzov & Yurasova
(1971). One calculation used a full MD treatment of the interaction of Ne ions with
Rh {111} and {001} surfaces. A second used a method introduced by Karpuzov
and Yurasova in which interactions of the ion with all target atoms are included,
but those of the target atoms with each other are ignored. The third was a BCA
calculation in which the ion was allowed to interact only with the nearest target
atom. In the latter two cases, the scattering of Ar ions from Ni surfaces was also
studied. The Moliére potential with the Firsov screening length was used for Ne-Rh
and Ar-Ni interactions; the Rh-Rh interactions were described by a Morse potential
splined to a Moliere core. Chang et al. report angular and energy distributions
for backscattered particles. In agreement with Karpuzov and Yurasova, they find
very close agreement between the first two models, except at low energies (100
eV Ne on Rh {001}) where deviations begin to appear. Substantial differences
are reported for the BCA model, however. These depend in a complex way on
the incidence conditions (energy, polar and azimuthal angles) and on the surface.
The conclusions agree generally with those of Karpuzov and Yurasova, who mainly
analyzed trajectories. Both comparisons show the severe limitations of a BCA
model which does not include any correction for nearly simultaneous encounters
of projectiles with several target atoms. Comparisons using, for example, the
MARLOWE approximations (Hou & Robinson 1976, Robinson 1989, 1993) could
further illuminate this issue.

Shulga et al. (1989) used an MD simulation to examine the trajectories of
particles during the scattering of heavy atoms from diatomic molecules made up
of lighter atoms, using the example of Xe on Cuy. In such cases, the first atom
of the molecule may move out ahead of the heavy projectile, clearing the way
for it by displacing the other member of the molecule before the heavy particle
arrives. Comparisons of trajectories where the interactions of the target atoms
with each other were included with those in which they were suppressed showed the
importance of such effects. Smith & Webb (1992) have also noted the importance
of time in the proper ordering of collisions. They show examples of how some BCA
models can go astray, as compared with MD models.

The most extensive comparison of computer simulation models is the recent
round-robin evaluation of the ejection probability of low-energy atoms near the
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surfaces of crystals (Sigmund et al. 1989). This work compared six MD codes
(Harrison 1988, Valkealahti & Nieminen 1987, Baskes 1984, Shulga 1980, Chakarov
& Karpuzov 1988, Shapiro & Tombrello 1987), four BC codes (Robinson 1989,
Yamamura & Takeuchi 1987, Hautala 1984, Shulga 1983), and eight MC codes
(Takeuchi & Yamamura 1983, Vicanek & Urbassek 1988, Hautala 1980, Betz et al.
1971, Kang et al. 1985, Ishitani et al. 1983, Cui & Ii 1985, Biersack & Eckstein
1984). The task was to calculate the probability of ejection of atoms from the
surface region of Cu targets as a function of depth within the target and the initial
direction and kinetic energy of the recoil. The Gibson IT Born-Mayer potential
(Gibson et al. 1960) was used for most calculations. The planar surface binding
model was used in most BCA calculations. There were substantial discrepancies
among the results of the various codes for the relatively simple process examined.
Some of these were merely statistical, while others could be traced to the details
of the programs themselves. The lattice models, that is, the MD and BC codes,
agreed among themselves reasonably well, although the neglect, or, rather, the
very approximate treatment, of many-body effects in the latter caused differences
to increase at low energies. The lattice models differed systematically from the MC
models, however. The former agreed that no ejection of atoms occurred from below
the second or third layer of the targets (never from depths as great as 0.4 nm), for
primary energies up to 50 eV. The MC codes, on the other hand, showed ejection
from depths of 0.4 to 0.5 nm, even at energies as low as 10 eV. Moreover, there were
considerable variations among the different programs. Much of the variation was
traced to detailed features of the individual models: the original work (Sigmund
et al. 1989) should be consulted for these and other topics. The general differences
between the lattice models and the MC models result from the statistical nature
of the latter. Their rough surfaces and lack of translational symmetry result in
emission from depths greater than is possible in the lattice codes. Similar effects
would appear in the lattice models if thermal displacements of the atoms from their
lattice sites were introduced.

8 The Statistics of Sputtering

No sputtering experiment has been carried out at a dose rate small enough to
allow the observation of fluctuations in the yield of ejected particles between dif-
ferent incident ions, A few observations of small pits on sputtered surfaces (Merkle
& Jaeger 1981) are regarded as resulting from single ion impacts, but these pre-
sumably record only extreme fluctuations. Simulations easily record detailed dis-
tributions of sputtering yields and allow evaluation of the mean yield and of higher
moments. Attention to the statistics of sputtering and to the closely-related topic
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of correlations between the ion impact point and the yield allow statements to be
made about mechanisms which influence the yield and about conditions which are
likely to favor the ejection of molecular clusters or the development of pits and
other topographic features on the irradiated surface. In addition, from the statis-
tics of yield fluctuations, the precision of computations may be assessed directly in
objective terms.

8.1 The Number of Displaced Atoms

Statistical studies of many aspects of collision cascade development are accessible
to computer simulation and, in some cases, allow assessment of analytical models.
For example, Kinchin & Pease (1955a,b) evaluated the mean mumber of Frenkel-
defect pairs produced in a structureless medium by a primary recoil of initial kinetic
energy E as
- L peag

W = 35 > 2ha
where v is the number of defects, F; is the displacement threshold energy, and <>
indicates averaging. Hard-core scattering was assumed and electronic energy losses
were ignored. Leibfried (1958, 1965) showed that the corresponding variance was

ol= < - () =04 In4/3-1){v) E>4E, (12)
where the numerical factor has the value 0.150728. Only the high-energy forms
of these equations are shown; for more details see Leibfried (1965). Equation (12)
shows that the variance is only 15% of the Poisson value. The smallness of the
variance was confirmed by computer simulation (Robinson & Torrens 1974), but
the energy dependence in Eq. (12) is overwhelmed by damage-energy straggling.

8.2 The Sputtering Yield

In striking contrast, sputtering yields are distributed over a wide range and the
mean often bears little relationship to the most probable yield. Studies of the
statistics of sputtering are available from MC codes (Eckstein 1988, 1991; Hou &
Eckstein 1992; Conrad & Urbassek 1990), BC codes (Robinson 1983), and MD
codes (Harrison 1981b, 1988, Harrison & Webb 1982, Harrison et al. 1987, Smith
& Harrison 1989, Stansfield et al. 1989). Systematic differences are found between
yield distributions from monocrystalline targets and from polycrystalline and struc-
tureless targets. The latter show a mode (most probable value) in the vicinity of the
mean and a broad distribution that can be fit by a negative binomial distribution
(Eckstein 1988, 1991), although there is disagreement about this (Conrad & Ur-
bassek 1990). In monocrystal targets, on the other hand, BC and MD calculations
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Figure 5. The sputtering yield distribution for 0.5 keV Ar on a Mo {001} surface. The data are
taken from Fig. 14 of Harrison (1988). The figure is constructed on the assumption that there
were 144 incident particles in the sample: with this choice, there is one count in the right-most

channel. A vertical line in the histogram marks the mean yield.

agree in finding a significant probability that the incident particle ejects no target
atoms at all, a probability that increases with the incident kinetic energy and is
unquestionably associated with channeling of the incident beam in low-index axial
and planar channels of the target. The remainder of the distribution in monocrystal
targets resembles that found in structureless and polycrystalline ones.

Let p(y) be the probability, normalized to unity, that an incident ion ejects
exactly y atoms from a target. The sputtering yield is the mean value

o0

Y= {y) = upy);

y=0



MfM 43 63

Au — Au {001}

NORMAL INCIDENCE 2 kaV
025
0.15 (y)=59510.10 0.25 ¢ 1 kev
0.20 {y)=3.08 1 0.06
0.2 H
- 0.15
>
s
ol 20 keV 0.10
] 0 5 10 15 20
T 0145 H (¢ =18.0+06 Y .
( .
o 0.10
&
a 0.08 I o=
o 5 keV 0 5 10
Z 010 . 0.06 v
i = yy=12.6120.22
j Q
=
)
o
o
>70

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70
SPUTTERING YIELD (y)

Figure 6. Sputtering yield distributions for Au atoms normally incident on a Au {001} surface,
evaluated with MARLOWE (Robinson 1992c). A vertical line in each histogram marks the mean
yield.

other moments are similarly defined. The variance of the yield is

other central moments are similarly defined. If y is a random variable, (y) is
expected from the central limit theorem (Feller 1957) to obey a normal distribution
with variance ¢?/(n — 1), where n is the number of incident ions. This prediction
of the central limit theorem applies to the distribution of mean values <>, each
from an independent sample of n incident ions. No assumption is required about
p(y), the distribution of single-ion yields. These results allow an assessment of the
precision attained in calculations, especially important with MD models, where the
sample sizes are generally small.

Figure 5 shows a yield distribution calculated by MD for 0.5 keV Ar atoms
normally incident on a Mo {001} surface (Harrison 1988). The usual procedure
in Harrison’s calculations was to divide the asymmetric surface cell into a number
(here deduced to be 144) of equal parts and to select an impact point randomly
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Figure 7. The energy spectrum of sputtered atoms evaluated with MARLOWE (Robinson 1992¢)
for 20 keV self-sputtering of Au {001}. The prediction of the Thompson (1968) model is shown

by the horizontal dashed line; the statistical uncertainty of this value is shown.

within each one. The incident particles were then launched on trajectories aimed
at these impact polnts. It is stated (Harrison 1988) that different sets of impact
points selected in this manner gave results which agreed always to ‘within 10%
and almost always within 5%.” As Fig. 5 shows, however, the standard error of
the yield, evaluated on the assumption that y is a random variable, is 6%. It
is concluded that the precision of such MD calculations is just that which would
be deduced for a sample selected by ordinary aleatory methods. In conventional
sampling theory (see, for example, Feller 1957), one would expect the means of
replicate samples of the type shown in Fig. 5 to deviate by less than 6% about
two-thirds of the time and to deviate by more than 12% less than 5% of the time.
This is simply a quantification of the quotation cited. Thus, Harrison’s method of
ensuring uniformity of irradiation actually gives results no better than do purely
aleatory methods, although it may reduce the risks of large fluctuations associated
with small sample sizes. This being the case, the question (Andersen 1987) whether
the yield is a smooth or a chaotic function of the impact point is less important
than it might be otherwise. It has, indeed, never heen shown what the situation
really is and this could bear on several issues, especially those involving correlations
of the impact point with quantities other than the yield.
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Figure 6 shows the incident-energy dependence of yield distributions evaluated
with MARLOWE (Robinson 1992c) for Au normally incident on Au {001}. Each
sample included 1000 incident particles. The larger samples give better precision
than was achieved in Fig. 5, but the results are similar. The <001> axial channel
opens rapidly above 2 keV; by 20 keV, fully 20% of the incident particles cause no
sputtering at all. The occurrence of events in which the number of ejected atoms
is much larger than the mean value should be noted. At 20 keV, yields extend to
values > 90 with a small incidence. While nothing is known about such events from
these calculations, it is natural to look at them as likely sources of cluster emission
and surface pit formation, which was observed in MD simulations (Harrison 1988,
Stansfield et al. 1989, Wucher and Garrison 1992), although most of these were
restricted to rather low kinetic energies.

It would be desirable to have detailed studies of correlations of the sputtering
yield with the impact point of the incident particle, beyond delimiting the channels
by low- or non-yield situations. Harrison (1988) has reported a correlation of this
kind for 0.5 keV Ar on a Rh {111} surface, but the results are very hard to interpret
(see his Fig. 11). Such studies could determine whether the yield is indeed a smooth
or a chaotic function of the impact point (Andersen 1987) and should be useful in
understanding other kinds of correlations.

Other kinds of correlations can also be studied. As an example, Hou & Eckstein
(1992) have reported correlations of the single-particle yield y [see Eqgs. (27-29)] with
the total number of atoms displaced in a cascade, the sputtered energy distribution,
and the surface deposited energy, using the TRIM.SP code. They used these results
to discuss the connection between the surface deposited energy and the yield.

8.3 Other Distributions

In view of what was said above about the precision of sputtering yield calculations,
it is appropriate to make a few remarks about the precision of calculated sputtered-
atom energy spectra, angular distributions, and the like. It should be clear that
definitive data about such distributions can be obtained only from computational
samples of sufficient size. With small samples, especially when the yield is small,
only very approximate distribution functions can be obtained. However, some
questions can be addressed more reliably by careful selection of the statistic to be
examined.

For example, the validity of the Thompson model for the angle-averaged energy
spectrum of the sputtered particles may be tested by constructing a histogram
based, not on the sputtered atom’s kinetic energy, but on the dimensionless modi-
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fied energy variable [¢/(e + 1)]%, where e = E/Uj. Since
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it follows that such a histogram will have equal counts in each channel (except
the last) if the Thompson model is obeyed and will deviate otherwise. Figure 7
shows such a modified-energy histogram for the self-sputtering of Au {001} at 20
keV, evaluated with MARLOWE (Robinson 1992c). The number of atoms with
energies < U, /2 is significantly less than predicted by the Thompson model, but
this is compensated by a slight excess at energies up to about 6 Us; a small deficit
appears around 10 U; and an excess at the highest energies. These features can be
seen much more clearly in the modified histogram than would be possible in a simple

energy spectrum. Such techniques can often be used to improve the reliability of
interpreting noisy data.

9 Cluster-Ion Impacts

There has been an interest in sputtering by molecules since experiments demon-
strated that the yield per atom is often greater for diatomic ions than for monatomic
ones, especially for high-energy heavy ions on heavy targets (Andersen & Bay
1981, Andersen 1993). Shapiro & Tombrello (1990b, 1991b) simulated impacts of
some monatomic and diatomic ions on Cu and Au crystals using the SPUT2 code
(Shapiro et al. 1988). At incident kinetic energies of 5 keV/atom, they found sta-
tistically significant nonlinearities in the yields for Kr and Xe ions on Cu {001} and
for Kr, Xe, Au, and U ions on Au {001} and {111}, but not for Ar and Cu ions
on Cu {001}. They attributed these results to collision spikes involving encounters
between moving recoils, with a secondary contribution from changes in the surface
binding energy caused by collisional disruption of the surface. Broomfield et al.
(1990) simulated the sputtering of Cu {001} by SiCly ions at incident energies up
to 800 eV. Above the very low energy of ~ 50 eV, they found nonlinearities in
the yield, attributed to lowering of the surface binding energy by disruption of the
target surface. Taken together, these simulations suggest that sputtering nonlinear-
ities result from surface disruption and from spike effects, the relative importance
of the two mechanisms depending on the targets, the atoms in the incident clusters,
the energies of the particles, and the sizes of the clusters.

There is much current interest in the impacts of large cluster ions on solid
surfaces. The incident particles are singly-charged clusters of as many as several
hundred or even a few thousand atoms, with initial kinetic energies from < 1
eV /atom to ~ 1 keV/atom or more. The interest in such particles stems from their
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potential uses in forming thin films by the ionized cluster beam (ICB) technique
(see Brown et al. 1991 for a review); from claims of nuclear fusion during impacts of
large, slow D20 clusters on deuterated solid targets (Beuhler et al. 1989, 1990; Bae
et al. 1991; but see Fallavier et al. 1990 for negative results and Beuhler et al. 1992
for withdrawal of the original claim); and from interest in other impact phenomena
(Beuhler & Friedman 1986). Such impacts have also been suggested as a means
of carrying out exotic chemical reactions in the clusters (Cleveland & Landman
1992). Sigmund (1989) discussed some of the features that can be expected in
cluster impacts, but simulation methods are especially attractive for assessing the
possibilities. The atomistic simulation of cluster impacts is feasible as long as the
events can be contained adequately. This suggests limits ~10 eV /atom for clusters
of a few hundred atoms or clusters of a few tens of atoms at 1 keV/atom. For
extremely large clusters, it would surely be more effective to use models based on
macroscopic mechanics.

The first simulation of ICB deposition appears to be that of Mueller (1987),
a two-dimensional calculation using Lennard-Jones potentials. Incident kinetic
energies ranged from 0.1 to 1.5 in units of the well-depth in the potential. Since
well-depths are ~ 1 eV, these calculations correspond to very low energies. Biswas
et al. (1988) and Kwon et al. (1990) used the empirical many-body potential of
Biswas & Hamann (1987) in simulations of Si-cluster impacts on Si {111} surfaces.
The clusters were mainly amorphous Sizz with energies from 0.23 to 1.4 €V /atom.
The emphasis in this work was on film growth and the conditions for obtaining
amorphous or epitaxial films. The energies are low enough that there is little
penetration of cluster atoms into the targets.

Yamamura (1988) developed DYACAT for cluster impact studies, applying it
initially to the sputtering of amorphous C by Ar clusters with 10 to 200 atoms
at an initial energy of 100 eV/atom. He later studied the ICB deposition of Ag
clusters with 100 te 500 atoms on amorphous C at energies of 6 to 10 eV /atom
(Yamamura 1990); the atomic kinetic-energy spectra during impacts of Ag and
Al clusters with 10 to 500 atoms on amorphous C and Au, at energies up to
1 keV/atom (Yamamura 1991); and the angular distributions of sputtered atoms
during irradiation of Al and Ag by 1- to 500-atom clusters of Ag and Al, respectively
(Yamamura & Muramoto, 1993). In these calculations, there is often substantial
penetration of cluster atoms into the substrate. As the incident particles slow down
in the targets, the atoms at the front of the cluster slow down before the arrival
of the trailing parts. As a result of collisions between cluster atoms, some are
accelerated to speeds well in excess of the initial values. In addition, lattice atoms
are displaced and run ahead of the advancing cluster atoms. This is the ‘clearing
the way’ effect (Sigmund 1989). One consequence is that the rates of energy loss
of many cluster atoms is substantially less than that of isolated atomic particles.
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In addition, there are substantial nonlinearities in sputtering yields, even at low
kinetic energies, and significant cratering of the targets on a scale larger than the
sizes of the clusters. These effects are largest when the incident atoms are heavier
than the target atoms. Yamamura’s calculations show the distortion of the cluster
as 1t impacts a surface at low energy, but cannot deal effectively with spreading of
the cluster or its conversion to a surface film.

Sigmund and his coworkers used a metastable MD model (Shulga 1980, Shulga
et al. 1989) for studies of cluster impacts. Born-Mayer potentials with the pa-
rameters of Andersen & Sigmund (1965) were used, truncated to avoid premature
‘explosion’ of the clusters and targets under the conditions of the calculations,
which addressed primarily the slowing down of cluster atoms in thin polycrys-
talline targets. The systems studied included 0.1 and 1 keV/atom Au;3 impacting
Si (Shulga & Sigmund 1990); 0.1 keV /atom C clusters with 1 to 17 atoms on Au
(Pan & Sigmund 1990); 0.1 and 1 keV/atom Cuyz on Cu (Shulga 1991); 0.1 keV
Cuyz on Au (Shulga & Sigmund 1991) and 0.1 and 1 keV/atom Au clusters with
1 to 34 atoms on Au (Pan 1992). These calculations show that, when the incident
atoms are heavier than the target atoms, the front runners (it is difficult to avoid
an analogy with the linemen in rugby or American football) accelerate some target
atoms to speeds greater than that of the incident atoms, allowing later atoms in the
cluster to penetrate more deeply into the target before encoumtering target atoms.
The average energy loss per atom of the incident clusters is less than experienced
by atomic particles. Similar effects persist even in the equal-mass cases. When
the cluster atoms are lighter than the target atoms, their backscattering leads to
collisions among cluster atoms which can be described as collision cascades occur-
ring in the clusters. In addition, target atoms can be hit by more than one cluster
atom. At all mass ratios, combinations of these effects cause broadening of energy
spectra and the generation of particles moving faster than expected from two-body
kinematics. There are significant effects on particle reflection and sputtering, but
these calculations cannot deal completely with the latter.

The SPUT?2 code (Shapiro et al. 1988) has been used to study cluster impact
phenomena. The atomic interactions were based on Morse potentials splined to
Moliere cores. Since the clusters and the targets are stable, such simulations are
suitable for problems where metastable madels cannot be used. Studies were made
of impacts of 1 keV/atom Al, Cu, Au, and composite clusters with 32 or 63 atoms
on Al, Cu, and Au {001} targets (Shapiro & Tombrello 1990a, 1991a). Evolution
of the systems was followed for 0.5 ps, long enough to make clear many features
of the impacts, but not long enough to produce reliable estimates of sputtering
vields. As the cluster hit the target, the atomic density in the primary impact-
zone rose rapidly to about twice its initial value and then fell rapidly, reaching its
original value in ~30 fs. As material was ejected from the target or driven into
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it, the density in the primary impact-zone then fell to about 25% of its original
value over 100 fs. Potential-energy spectra of the atoms showed that during the
first 60 fs some were accelerated to energies considerably higher than expected
from two-body kinematics, in agreement with the results of the Sigmund group,
and the associated ‘clearing the way’ was also seen. An interesting feature of these
calculations was seen in distributions of the sites from which the sputtered atoms
originated. These showed few atoms to come from the core of the impact zone,
but, instead, there was a ring of emission surrounding the core, closely resembling
the splash seen when heavy objects impact liquids.

The excitation of core electrons was studied during impacts of 0.2 to 1 keV /atom
Al and composite clusters with 32, 63, or 108 atoms on Al {001} targets (Shapiro
& Tombrello 1992a,b). The composite clusters consisted of three layers (38 atoms)
of Al backed by two layers (25 atoms) of Au. A critical approach distance was used
to define L-shell excitation in the Al atoms. During the initial rapid compressional
phase, significant excitation was found above a threshold energy of ~0.4 keV /atom
for Al clusters and ~0.11 keV/atom for composite clusters. Intermediate-size clus-
ters produced core excitations most efficiently. This was attributed to greater
‘clearing the way’ effects with the largest clusters. The authors suggest experi-
mental studies of Auger emission from core excited states as a probe of the early
compressional phase of cluster-ion impacts.

Studies were made at 1 to 10 eV/atom of the final shapes and penetration
depths of 63 atom Al and Au clusters on Au {001} (Pelletier et al. 1992). The
simulations extended for 2 ps after impact. The barycenter of the Al clusters never
penetrated the gold target at these low energies, but the most energetic Au cluster
did penetrate slightly. All clusters were flattened substantially. At low energies,
the films were in good registry with the substrate, but at higher energies, the
registration was poor and there was much damage to the target.

Studies have also been carried out of Cu, Ni, and Al clusters of 4 to 92 atoms
impacting the same metals at energies up to 1 keV (Hsieh & Averback 1990, Aver-
back et al. 1991, Hsieh et al. 1992). EAM potentials with Moliére cores were used
in these calculations. The simulations extended to as long as 20 ps after the im-
pact. The behavior depended sensitively on the size and energy of the cluster,
the masses of the cluster and target atoms, and the properties of the substrates
as modelled by the EAM potential. An important feature of these calculations is
that they show very little mixing between the atoms of the cluster and those of
the substrate. This behavior supports the idea of using macroscopic modelling of
many aspects of cluster impacts. As a 326 eV Cugy cluster begins to impact a Cu
surface, the substrate ig initially compressed, but, after ~0.7 ps, begins to rebound;
the maximum expansion occurs at about 1 ps; after ~2.4 ps, the atoms begin to
relax towards their final positions; and, by ~5.5 ps, all atoms have settled onto
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lattice sites. Little damage is produced in the targets. At the end of the impact,
a ridge of substrate atoms appears on the surface, surrounding the impact zone.
The interpretation is that the shear stress generated in compressing the substrate
exceeds the critical shear strength of the target and, during the subsequent expan-
sion, atoms flow out onto the surface. A 326 ¢V Cugy cluster impacts a Ni target in
a similar way, but penetrates less far into the substrate and the ridge of substrate
atoms is less pronounced. This is consistent with the greater strength of Ni. When
the cluster energy is increased to 1 keV, the plastic response of the substrate is more
pronounced, but there is still little mixing of cluster and substrate atoms during
the compression phase. There is also evidence of local melting in this impact and
a few vacancies appear in the substrate when the melted zone is quenched. When
smaller clusters of the same energy were used, such as 326 eV Cuys or Cuy, craters
were produced at the target surfaces. A few interstitial atoms were produced deep
within the substrate by the smallest cluster.

By combining results for various clusters and substrates, it was possible to de-
duce a sort of ‘phase diagram,” with two variables: the kinetic energy per cluster
atom and the cluster cohesive energy, each normalized to the cohesive energy of
the substrate. When the former is > 10, implantation of the clusters and radia-
tion damage to the substrate occur. When it is ~1, the clusters remain intact,
forming a ‘glob’ of material on the surface if the substrate is hard, or penetrat-
Ing it if it is soft. At intermediate energies, the cluster breaks up on hitting hard
substrates, spreading out over the surface, dissociating, and being reflected from
it. Intermediate-energy clusters penetrate soft substrates and induce local melt-
ing. These results are generally consistent with those cited earlier, but each group
has concentrated on a different aspect of the cluster impact problem. It would be
interesting to make more detailed comparisons of impacts simulated by different
investigators, in order to rationalize the various viewpoints more completely and
to understand how much the differences in modelling affect the results.

Mention must also be made of a recent simulation of the impact of a 561-atom
Ar cluster on a rock-salt surface at an energy of ~ 1.9 eV/atom (Cleveland &
Landman 1992). The Ar atoms interacted with each other through Lennard-Jones
potentials with a well-depth of 10.3 meV, and with the atoms of the substrates
through the potentials of Ahlrichs et al. (1988); the substrate atoms interacted with
each other through the potentials of Catlow et al. (1977). The authors describe
their event in terms similar to those used by Hsieh et al. (1992). The Ar cluster
retains its identity up to about 0.5 ps, but then disrupts. As in earlier calculations,
a compression of the substrate and the cluster is observed for ~ 0.5 ps, followed by
an expansion. Whether it is appropriate to describe such a short pressure pulse as
a ‘shock’ may be argued, but its occurrence is clear enough.

Finally, some interesting simulations have been reported for buckminsterfull-
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erene (Cgp) molecules incident on hydrogen-covered diamond surfaces (Mowrey et
al. 1991) and graphite (Smith & Webb 1993). In the former case, the potential was
of the Tersoff type, with special modifications to fit various chemical effects (Bren-
ner 1990); the latter calculations used a carbon potential of Tersoff (1988b). An
interesting feature of both calculations is that at incident energies 54 eV/atom,
the Cgp molecules rebound from the surface intact, although with substantial in-
ternal energy. Whether these would eventually fragment, as seems to occur for

sputtered metal clusters (Wucher & Garrison 1993) is not yet settled, although it
seems likely.

10 Concluding Remarks

I have tried in this review to consider several of the incomplete issues raised by
Andersen (1987) in his earlier survey. The current situation with respect to poten-
tial functions has been discussed, both for close approaches between atoms and for
separations near the normal bonding distances in solids. Methods of determining
the former from ab initio calculations appear to be more-or-less in hand and empir-
ical potentials for the latter are well-advanced. The role of electron excitations in
slowing swift particles has been outlined and methods of including such effects in
simulation codes have been discussed. It was pointed out that the role of electronic
energy losses at low energy is still ambiguous and that more work is needed to
clarify the part played in sputtering by electron-phonon interactions. The mod-
elling of crystal surfaces has been discussed, as well as the influence of the surface
on sputtered particle angular and energy distributions. It was pointed out that
the effects of prolonged irradiation need to be included in simulations intended to
model real experimental situations.

Limited comparisons of codes of different types have been presented. More
work in this area would be very desirable. This could relate MD, BC, MC, and
intermediate codes in the way done in the recent round-robin collaboration (Sig-
mund et al. 1989), but should be applied to a variety of problems. The statistics
of sputtering were discussed: it is to be hoped that more attention will be given to
statistical aspects of MD simulations, since they are usually run with very small
sample sizes. Finally, recent work on cluster impacts was surveyed with the idea
of giving some of the flavor of this recently active field. Further work in this area
appears warranted.

Several topics in the computer simulation of of ion-solid interactions have been
omitted. Many are reviewed elsewhere in this volume. One such topic is the
ejection of molecular species during sputtering, which is reviewed by Urbassek &
Hofer (1993). The related topic of the ejection of very large molecules by swift ion
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bombardment is reviewed by Reimann (1993).

No attention has been paid to the sputtering of multicomponent targets, tech-
nologically a very important topic. In addition to the issues raised in simulating
the sputtering of single component materials, there are additional major issues in
multicomponent ones. The most significant are concerned with the selective sput-
tering of the components and the accompanying changes in composition, binding
energies, and the like. In prolonged irradiations, diffusion effects may be super-
added. A recent example of work in this field is given by Baretzky et al. (1992). See
Betz & Wehner (1983) and Lam & Sigmund (1993) for reviews of multicomponent
sputtering and Sigmund (1987a) for some analysis of the subject.
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Synopsis

A brief, tutorial summary of recent developments in molecular dynamics simulations is given,
with a view of their application to the interaction of energetic ions with solid substrates. In
particular, the following topics are discussed: (i) interatomic potentials, (ii) ensembles and phase

space sampling, and (iii} description of inelastic processes.

1 Introduction

Molecular Dynamics (MD) simulation is a widely used technique for modelling com-
plicated physical phenomena, with applications ranging from galaxy dynamics to
protein folding. In materials science, MD simulations consist of calculating numer-
ically the trajectories of a number of interacting atoms over a given time interval.
The technique allows one to model the complex dynamical behavior of materi-
als, provided that the relevant spatial and temporal correlations can be contained
within the finite size and time span of the simulation. Physical properties, includ-
ing thermodynamic quantities (for an excellent treatise, see Allen and Tildesley
1987), can then be calculated as appropriate temporal averages of the simulation
data. Statistical analysis of the simulation sequences yields information on the
dynamic properties of the system.

Jon-solid and ion-surface collisions, including sputtering processes, constitute
a complicated set of problems well amenable to molecular dynamics simulation.
In fact, a computer simulation (Gibson et al. 1960) of radiation damage induced
by an energetic primary-knock-on atom was one of the earliest applications of
the MD technique in materials physics. An MD study of the sputtering process
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entails all the important and challenging ingredients of a meaningful simulation:
atomic interactions, non-equilibrium (energy transfer) aspects, ensemble averaging,
dissipation and boundary conditions. Below, I shall discuss current issues related to
these from the viewpoint of sputtering. An extensive treatment of simulation of ion-
solid interactions has recently been published (Eckstein 1991). A comprehensive
review of computer simulation of sputtering by Robinson is included in this volume
(Robinson 1993). Recent MD simulations of sputtering have been summarized and
compared in the round-robin study of Sigmund et al. (1989). Several groups
are now actively applying the MD techniques to sputtering and related processes
{Garrison et al. 1998, Hsieh and Averback 1990, Shapiro and Tombrello 1992,
Karetta and Urbassek 1992, Wucher and Garrison 1992).

2 Atomic Interactions: The Potential Problem

Depending on the physical circumstances one wants to simulate, the number of
atoms included in an MD study ranges from a few tens to hundreds of thousands,
and the relevant simulation time span is from femtoseconds up to nanoseconds.
One is faced with a compromise as regards the number of atoms, the simulation
time, and the description of the interatomic force laws.

At high energies (small interatomic separations), the atom-atom interaction is
dominated by the two-body (dimer) term. At lower energies, especially near the
equilibrium, the pair potential approximation is usually totally inadequate (except
in the case of inert gas systems): the total energy of the condensed state cannot be
expressed as a sum over pairwise interactions. It is customary to say that there is
a volume or density dependence in the total energy. For a simple metal such as Al,
in fact most of the cohesive energy is in the ‘electron gas’ term due to delocalised
conduction electrons, with only a weak dependence on structure and interatomic
distances.

There is no well-defined rule to determine when the two-body description be-
comes invalid. In fact the proper strategy of choosing the potential depends criti-
cally on what one wants to simulate. For the most energetic atoms in the collision
cascade, with their kinetic energies large compared to the cohesive energy, it is
often valid throughout the relevant time span. For example, the scattering trajec-
tories of primary hyperthermal ions (energies above a few tens of €V) can be well
calculated from pairwise summed repulsive interactions. The scattered ions mainly
bounce off the surface. However, if one in the same situation is interested in such
follow-on events as damage production in the substrate, many-atom interactions
between the substrate atoms are necessary. Pairwise force laws cannot be used
for quantitatively reliable calculations of such quantities as defect formation and
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Figure 1. Schematic presentation of the interatomic potential, with the main physical effects

indicated for each energy region.

migration energies or, in the case of sputtering, binding energies of surface atoms.

2.1 Two-Atom Potentials

‘The generic form of a two-body interatomic potential is depicted in Fig. 1. First of
all, it is important to recognize the difference between the adiabatic and diabatic
potential. The former corresponds to the situation where, according to the Born-
Oppenheimer principle, the electrons remain at their instantaneous ground state
with respect to the nuclear separation. The adiabatic potential allows for charge
transfer between the interacting atoms. In the case where the incoming ion is in
molecular form, it also allows for its eventual dissociation. The diabatic potential
describes the case where the collision takes place at such speed that the electrons
have no time to adjust to the ground state, but are constrained. The diabatic
potential energy is always higher than the adiabatic one.

Again, there is no quantitative, general rule as to which potential is the phys-
ically relevant one. It is intuitive to think that one should use the diabatic de-
scription, corresponding to the initially chosen charge states for the atoms, at high
kinetic energies which are large compared to the electron ionisation energy or affin-
ity (velocities large compared to Bohr velocity).

Tig. 1 also shows schematically the major physical origin of the adiabatic two-

&%
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atom interaction at various separations. The two-atom problem can be essentially
regarded as exactly solved (numerically). The two most popular approaches to this
problem are known as the Hartree-Fock (HF) method and density-functional theory
(DFT) (see, for example, Jones and Gunnarsson 1989) . They only differ in the
way they treat the electron-electron interactions. HF treats the electronic exchange
(Pauli principle) exactly but neglects the remaining correlations. They can be
reintroduced using sophisticated perturbation theory (configuration interaction,
CI). DFT treats exchange and correlation on the same approximative level, usually
within the so-called local density approximation (LDA). Except near the two-body
attractive minimum, they give for the present purposes identical results. At the
minimum, DFT-LDA usually leads to overbinding while HF gives underbinding.
By increasing the sophistication of correlation treatments, both approaches can be
pushed near ‘chemical’ accuracy, i.e. binding energies of even larger aggregates
than dimers can be calculated to a small fraction of an V. The proponents of both
methods use the description ab initio for each of the techniques.

There are by now several computer programs available which provide the HF
or DFT numerical solution. Examples of commercially supported programs are the
Gaussian92 (trademark of Gaussian, Inc., Pittsburgh, Penn., USA), DMol (trade-
mark of Biosym, Inc., San Diego, Calif., USA) and the UniChem (trademark of
Cray Research, Inc., Eagan, Minn., USA) program packages. Thus, for accurate
two-atom potentials, there is no need to resort to analytic, statistical or empirical
approximations so popular in the past literature. For example, one can evalu-
ate exactly the so-called ‘screening function’ in the high-energy region where the
intra-nuclear Coulomb repulsion dominates.

The electronic structure programs can also be used to evaluate the diabatic
potentials. This requires that the electronic state be constrained, for example
t0 a fixed electronic configuration (charge state) for the constituents. While the
powerful variational property is strictly valid for the ground state only, it can be
extended to the total energies of the lowest excited states of a given symmetry.

2.2 Many-Atom Interactions

Let us now return to the general case where there are several interacting atoms
present in the relevant region. Again, in the adiabatic case the electrons adjust
themselves to the ground state corresponding to the given nuclear coordinates. In
DFT, the total electron density n(r) is the key variable, the ‘glue’. The Hohenberg-
Kohn theorem (Hohenberg and Kohn 1964) underpinning DFT guarantees that
the total energy E is a unique functional of n(r) and that E{n(r)} is minimised
at the ground state. This guarantees the applicability of the important and useful
variational principle. Moreover, the interatomic forces can be exactly calculated
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using the Hellmann-Feynman theorem.

2.2.1 First-Principles Molecular Dynamics

First-principles MD is a method where one actually solves for the electronic (ground)
state at each time step with its nuclear coordinates, and calculates the exact forces
as derivatives of the total energy functional with respect to nuclear coordinates. It
sounds like a formidable task, but with clever algorithms (Car and Parrinello 1985;
for a recent review, see Galli and Parrinello 1991) it is now possible to carry out
this task, at least for modest-size systems near their equilibrium.

The key idea is , instead of exact solution of the electronic degrees of freedom
(‘diagonalisation’) at each timestep for nuclear motion, to solve for all the degrees
of freedom in unison (‘iterative diagonalisation’). This is accomplished by casting
the problem into the form of global optimisation of the total energy functional
in the space of both the nuclear coordinates R; and the electronic wavefunctions
;. The search in the phase space is done through classical equations of motion,
where the driving forces are the Hellmann-Feynman forces for the nuclear coor-
dinates, and the deviation from exact diagonality for the electronic amplitudes.
An arbitrary inertia parameter (‘mass’) can be assigned the electronic equations
of motion, and the associated fictitious kinetic energy (‘electron temperature’) can
be adjusted to obtain optimal convergence and closeness to the Born-Oppenheimer
surface. This process is called ‘simulated annealing’; alternative techniques can be
preconditioned conjugate gradients (Stich et al. 1989). The real temperature is
naturally associated to the nuclear kinetic energy, as in classical MD.

The Car-Parrinello technique is usually implemented using plane waves as the
basis set for expanding the electronic eigenstates. This set of functions is convenient
for dynamic simulations as its resolution is uniform, i.e. no a priori assumptions of
the relevant atomic positions need to be made. Moreover, the plane wave expansion
(Fourier analysis) can be made efficiently using the Fast Fourier Transform. The
drawback is that rapidly varying electronic states cannot be described by feasible
numbers of Fourier terms. The technique is thus usually coupled to the pseudopo-
tential method (Heine and Weaire 1970, Bachelet et al. 1982), where the electronic
core states are projected (‘pseudized’) out. This seriously hampers its usefulness
for atoms with deep pseudopotentials such as transition and noble metals with d-
like electrons. There have recently been suggestions (Vanderbilt 1990, Laasonen et
al. 1991) on how to define ‘ultrasoft’ pseudopotentials for these materials to make
them feasible for plane wave -based methods.

Even with the pseudopotential method, the Car-Parrinello technique is compu-
tationally heavy, requiring thousands of plane waves for each eigenstate and thus
a huge number of degrees of freedom to be optimised. Thus far most of its im-
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plementations have been restricted to a few tens of atoms moving gently near the
equilibrium. Its most spectacular successes have been with obtaining true ground
state geometries and energies in complicated low-symmetry situations, such as the
(7x7) reconstruction on the Si(111) surface (Stich et al. 1992, Brommer et al.
1992) . A few studies of true dynamics, such as diffusion processes and phonon
denstties of states have been reported (Galli et al. 1989, Buda et al. 1989) . How-
ever, with advances in large-scale computing, such as massively parallel processing,
one can expect significant advances in near future. A low-energy sputtering process
involves a fairly small number of atoms. If the relevant time span (bond breaking,
atomic transport) is not too long (say, 1 psec) one can imagine attacking sputtering
with first-principles MD soon.

2.2.2 Tight-Binding Molecular Dynamics

Significant savings in computing requirements can be obtained with simplified de-
scriptions of the electronic total energy. The tight-binding (TB) Hamiltonian (see,
for example, Harrison 1980) is a well-tested approximation for several condensed
matter systems. It retains the quantum-mechanical nature of the electronic ki-
netic energy, but replaces the electron-ion and electron-electron interactions with
a simple operator. The electronic states are represented in terms of a small set of
localised basis functions, which leads to a much less heavy diagonalisation problem.
The number of atoms in TB-MD can be an order of magnitude larger than in a
comparable Car-Parrinello simulation. The TB-MD technique has recently been
applied for several problems in semiconductor physics (Laasonen and Nieminen
1990, Virkkunen et al. 1991, Wang et al. 1991).

2.2.3 Approximate Many-Atom Energy Functionals

A major simplification of MD results from making the approach totally classical.
The overwhelming majority of MD work to date falls into this category. I have
already stressed the fact that two-body classical potentials cannot be expected to
work in general. Another demonstration of this comes from exact calculations for
total energies of ordered atomic structures with different symmetries and coordi-
nation numbers (Goodwin et al. 1990). The obtained formation energies show a
strong nonlinearity as a function of coordination number, while a pairwise inter-
action model should give a straight line. In fact, the curvature seems to follow a
square-root behavior obtained from a simple tight-binding model.

Another way of looking at the many-atom interactions is to estimate the energy
by building, atom by atom, the aggregate of the desired structure. For example, one
can estimate the cohesive energy by ‘embedding’ an atom to an existing vacancy
in the medium. The vacancy contains some electron density from the neighboring
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atoms. To a first guess, the embedding energy can be approximated by the energy
required to immerse the atom into an electron gas (Puska et al. 1981) with that
average density. This energy has a nonlinear dependence on the total density,
and thus cannot be reduced back to a superposition of pairwise terms from the
individual atoms.

The above is the physical motivation to a class of classical many-atom energy
functionals. These include the Effective-Medium Theory (EMT (Jacobsen et al.
1987); the Embedded Atom Model (EAM) (Daw and Baskes 1983, 1984); the
Finnis-Sinclair-potential and its extensions (Finnis and Sinclair 1984, Ackland et
al. 1987); and the Glue Model (Ercolessi et al. 1986, 1988). In all of these, one
can write the total energy in the generic form

FEiot = ZF(TH) + %Z &(R; — R;) + Fus. (1)
i i

Above, F is a (nonlinear) function of the electron density n; at the site of atom
1, arising from the neighboring atoms interacting with it. This term contains the
density or volume dependence of the total energy, it depends on the coordination
number but is less sensitive to the structure. The second term is a (pairwise)
summation of potentials ¢ of electrostatic origin. This term also contains the
short range core repulsion necessary to stabilise the structure. The third term is a
correction term, in some formulations associated with the single-particle eigenvalues
(the band-structure energy).

The many-atom descriptions of the form sketched in Eq. (1) were first devel-
oped for close-packed fcc crystals, and contained nearest-neighbor interactions only.
They have subsequently been made more general in the sense that other crystal
symmetries have been included, and that interactions beyond nearest neighbors
have been included (Hakkinen and Manninen 1989). The latter feature is of course
necessary in order for the model to distinguish between hep and fee structures and
to calculate stacking fault energies. For recent summaries, see Jacobsen’s review
(Jacobsen 1988) for the EMT model and Baskes’ article (Baskes 1993) for the EAM
model.

Many-atom potentials can also be derived through perturbation theory, based
for example on the idea of pseudopotentials and dielectric screening (Moriarty
1982). Summaries of all the recent ideas and results for many-atom interactions
have been published in two workshop proceedings (Nieminen et al. 1990, Haydock
et al. 1991).
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2.3 Empirical Many-Atom Potentials

For directionally bonded materials such as tetrahedrally coordinated solids, several
classical, empirically motivated many-atom potential models have been proposed.
Famous examples include the Stillinger-Weber potential for Si {(Stillinger and We-
ber 1985), the carbon potentials suggested by Tersoff (Tersoff 1989) as well as
several models suggested for hydrogen-bonded substances such as water (Schweizer
and Stillinger 1984). Their utility in MD simulations for ground state properties
varies. In general, one should be aware of the limited general applicability of em-
pirically determined potentials outside the particular set of properties used to fit
their parameters: it is sometimes difficult to ‘cheat’ quantum mechanics.

One final remark on the atomic force laws is in order. In sputtering simulations,
considerable attention has been paid to modelling of the substrate surface. This is
natural, as the ejection energy and angular distribution of the sputtered particles
depend on the surface geometry and energetics. A proper MD model should contain
the surface structure and binding inherently, without any extra assumptions or
explicitly introduced surface potentials.

3 Ensembles and Phase-Space Sampling

The traditional and simplest way of performing MD simulations is to use the mi-
crocanonical (constant-NVE) ensemble, i.e. to solve the equations of motion for a
fixed number of atoms in constant volume and with conserved total energy. Ex-
tended systems are simulated by using periodic boundary conditions in one or more
dimensions. The standard algorithm for the numerical solution of the equations of
motion is the velocity-Verlet method in one of its disguises. The technical issues of
MD simulation have been presented in several texts (Heermann 1986).

3.1 Constant-Pressure and Constant-Temperature Simula-
tions

In many cases, the microcanonical ensemble is not, however, the physically correct
one to perform the simulations in. The MD method can be extended to other en-
sembles. The constant-NpH simulation corresponds to the case where the pressure
p and enthalpy H are conserved, and the cell volume can change dynamically. The
relevant equations of motion were first presented by Andersen (Andersen 1980),
and can be efficiently implemented for MD simulations. Nosé and Klein (Nosé and
Klein 1983) developed an extension to the canonical (constant-NVT) ensemble,
where the temperature T is kept constant. The standard implementation of this
method nowadays involves the equation of motion for the so-called Nosé-Hoover
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(Hoover 1985) thermostat.

The physically most appealing ensemble is one where both pressure p and
temperature T' are the pre-chosen thermodynamical variables. Nosé (Nosé 1984a,
1984b) presented the extension to the constant-NpT case. Unfortunately, the set
of equations of motion becomes rather cumbersome in this case, and the method
has not yet been extensively applied in practical simulations.

3.2 Constrained Molecular Dynamics

An often occurring situation in MD simulations is that one wants to impose con-
straints on a given subset of degrees of freedom. For example, in a simulation for
a molecular system it may make sense to keep the bond lengths fixed, but allow
the positions of molecules and their angular orientations to evolve freely under the
intermolecular and intramolecular forces. An especially useful technique to treat
holonomic constraints has been presented (Ryckaert et al. 1977) . This constraint
dynamics approach uses a set of Lagrange multipliers to represent the forces re-
quired to keep the desired distances (or angles) constant. The constraint forces
are updated at each timestep and are correct to the same order of accuracy as the
integration algorithm.

3.3 Heating and Boundary Effects in Sputtering Simulations

Also in sputtering simulations, the choice of the ensemble is of some importance.
For short-time collision dynamics and ejection processes, the microcanonical en-
semble seems the obvious choice. However, for longer time scale effects such as
structural relaxation, damage production and annealing, and eventual equilibra-
tion, other ensembles are more appropriate. For example, swelling and eventual
blistering of the sputtered surface requires volume relaxation, i.e. the constant-
pressure ensemble.

The incident ion deposits kinetic energy into the substrate. While some of this
energy is dissipated to the electronic degrees of freedom (see Ch. 4 below), the
temperature (the ion kinetic energy) in the substrate rises. In MD simulations
with accumulating dose, this eventually leads to unphysical heating of the sample.
Moreover, if periodic boundary conditions are used, the hot and damaged region
has periodic images throughout the surface.

A possible way to avoid unphysical heating is to embed the simulation unit cell
into an unperturbed and cool substrate. This can be accomplished by defining a
‘skin’ region for the unit cell where the ion velocities are repeatedly scaled so that its
mean temperature corresponds to the desired bulk temperature. The ion positions
at the cell boundary can be fixed at their unperturbed values. This technique
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corresponds to the presence of a heat bath which ‘dissolves’ the deposited kinetic
energy, and corresponds to rapid heat diffusion out of the sputtered region in a real
physical system. However, care should be taken to choose the simulation conditions
such that no spurious effects are introduced, for example by reflection (Laakkonen
and Nieminen 1990) of the heat pulse due to the cascade off the skin. It is advisable
to carefully test the simulation setup for the size of the unit cell and the cooling
strategy so that they do not affect the phenomena from which one is gathering
statistical information through the simulation.

Another possibility for introducing heat bath effects is to augment the deter-
ministic MD equations with Langevin-type viscous forces affecting the atoms near
the cell boundary (Tully 1980}. The friction coeffients can be adjusted so as to
mimic the desired heat dissipation into the substrate.

3.4 Free-Energy Simulations

MD simulations can also be used to obtain entropic contributions, e.g. free energies.
The standard simulation produces a trajectory in the phase space, corresponding
to a fixed total or kinetic energy for the Hamiltonian H. A direct evaluation of
the Helmholtz free energy F' would require the computation of a configurational
integral, which is very hard due to the rapidly varying integrand. A practical free
energy calculation can be based on the idea of coupling constant integration (Squire
and Hoover 1969) . One chooses as a reference Hamiltonian Hy one for which the
free energy Fy is known e.g. the ideal gas or the harmonic solid. Then the free
energy for the real system is

P [ 0 (220 .

where H(A) = Hy + U(A) so that A = 0 corresponds to the reference system while
A = 1 corresponds to the real system. The brackets denote the thermodynamic
(canonical) average. By performing a series of MD simulations for selected values
of the coupling constant A, one can estimate the free energy.

3.5 Hybrid Monte Carlo -Molecular Dynamics

A fundamental limitation of the MD technique is the explicit dependence of the
calculated sequences and averages on the chosen time step. On the one hand, this
implies the possibility of numerical instabilities for the algorithm. On the other
hand, for canonical simulations the MD technique can be extremely inefficient in
the sampling of the phase space (long simulations are very costly). Monte Carlo
(MC) methods in statistical physics are based on a stochastic process, where atom
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positions are updated randomly and the new configurations are accepted using the
Metropolis criterion. Even if the updates are usually done locally, the canonical
minimum can be found effectively, except near phase transitions where critical
slowing down renders the algorithm very slow. The other obvious drawback of the
MC method is that there is not a real ‘clock’ in the system, i.e. no quantitative
dynamics can be obtained.

The hybrid MC-MD algorithm (Mehlig et al. 1992) is one which combines some
of the appealing features of both methods. Like in MD, one generates new con-
figurations through a deterministic algorithm (equations of motion). However, the
timestep can be chosen large so that truncation errors introduce a nonconserva-
tion of the total energy. After a while, the new configuration (with a new total
energy) is checked using the standard Metropolis criterion. If the algorithm for the
equations of motion is time reversible and preserves the phase space volume, one
can show that the canonical distribution is obtained. The algorithm is effective as
most of the updates are global (as in MD), yet large drifts in the internal energy
are possible. Even if the interpretation of real time is not clear in this method, it
seems to provide an interesting alternative for MD simulations requiring very long
time scales.

4 Non-Equilibrium MD: Electronic Cooling

Energetic ions transfer energy to the electronic subsystem as well. The phenomenon
of electronic stopping is important and much studied in ion implantation. Elec-
tronic excitations can lead to direct desorption of surface atoms (‘electronic sput-
tering’) (Avouris et al. 1987) , which can simply be thought as being due to the
transfer between the adiabatic and diabatic potential energy curves, induced by
the incoming ion. In collisional sputtering, ion-electron energy transfer shows up
in two ways. Firstly, the trajectory and the range of the primary ion is affected by
the inelastic losses to electrons. Secondly, the kinetic energy of the substrate atoms
having undergone collisions decreases. The latter is particularly important in such
cases where dense ‘thermal spikes’ are formed near the end of the cascade. The
spike can cool much faster if the energy-loss channel to electrons is open. The faster
cooling rate has an effect on such phenomena as defect production and mixing, and
can also affect sputtering.

Quantitative theories of electronic cooling of collision cascades have recently
been presented. The key ingredient in these theories is the energy loss rate for a
swift ion, a problem first discussed by Bohr (Bohr 1913), Fermi and Teller (Fermi
and Teller 1947), Lindhard (Lindhard 1954) and subsequently dealt with by several
investigators. In the case where the ion is traversing an electron-gas-like metal with
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a velocity small compared to the electron Fermi velocity, one can rigorously show
that the stopping power (energy loss per unit distance) is proportional to the ion

velocity:
dEkin /
— %— = Q(Z, n) Ekin' (3)

The proportionality constant a7, n) can be related to the scattering cross section
of Fermi surface electrons off a stationary ion, a quantity which can be calculated
exactly using density-functional theory (Puska 1990). It is important to realise that
a(Z,n) depends in a nonlinear fashion on both the ion nuclear charge Z and the
electron density n. Note that the same or closely related constant appears in such
diverse physical quantities as impurity resistivity, vibrational lifetimes, electron-
phonon coupling and spin-lattice relaxation time.

Calculated values for the ‘friction parameter’ a(Z,n) have been tabulated by
Puska and Nieminen (Puska and Nieminen 1982) . The electronic friction can
(and should} be implementéd in sputtering MD simulations by simply adding a
velocity-dependent damping term to the equations of motion.

A problem closely related to the electronic stopping power is the energy transfer
rate from a collection of mobile atoms to electronic (single-particle) excitations. Let
us consider the ionic motion as being described by the dynamic structure factor
S{q,w) for fluctuations. This can include both single-ion motion and collective
(phonon-like) excitations. Using the Fermi Golden Rule, one can write the energy
exchange rate U between the ionic and electronic systems as (see, for example,
Koponen 1992)

U = 21 - dw Z Fwb(ex — e — hw)qu|2 .
" Jo K.k’
[fk(l - fk')s(qv w) - fk'(l - fk)S(—qa —CU)] » (4)

where one has assumed a monovalent metal for simplicity. Above, £;, denotes the
electron single-particle energy with wavevector k, and fi is the Fermi distribution
function. By interpreting T as the t-matrix for electron-ion scattering, the nonlin-
ear screening effects are included in Eq. (4) and it can therefore be made consistent
with Eq. (3).

Stoneham (1990) has recently reviewed the consequences of electron-ion cou-
pling for collision cascades in solids. Based on the ideas of Flynn and Averback
(1988), Finnis et al. (1991) have recently made a quantitative study of the thermal
excitation of electrons in energetic displacement cascades. Using both a continuum
(diffusion) model for the cascade and an MD simulation with explicit friction forces
derived from a thermal model, they showed that electron-phonon coupling has a
pronounced effect on cascade cooling. For example, the 2-keV cascade quenches
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much faster in Ni than Cu, basically due to the much higher density of electronic
states near the Fermi level. Koponen and Hautala (1993) have carried out related
studies of the effect of electronic cooling on ion-beam-induced mixing.

Caro and Victoria (1989) have described a similar scheme of adding a velocity-
dependent damping term to the equations of motion. They suggest an empirical
interpolation formula, based on the local electron density encountered by the mov-
ing ion, for obtaining the energy-dependent electron-ion coupling throughout the
whole cascade history. In effect it interpolates between the ‘stopping region’ (Eq.
(3) and ‘thermal region’ (Eq. (4)).

The experimental verification of the electronic effects in collision cascades is still
controversial, and the quantitative importance of the ion-electron energy exchange
is not settled. The effects manifest themselves indirectly in defect product rates,
defect mobility and short-term annealing. It would be highly desirable to devise
novel experiments to establish the electronic cooling effect unambiguously.

Recently, the inverse process where energy is transferred from the electronic
subsystem to the ions, has been investigated. This is accomplished experimentally
by picosecond laser-pulse irradiation of metallic surfaces (Herman & Elsayed-Ali,
1992). Hikkinen & Landman (1993) have carried out MD simulations of the as-
sociated superheating, melting, and annealing for Cu surfaces, using the methods
outlined above.

5 Algorithms and Implementation

MD simulations are typically at the forefront of computational physics. Ambitious
projects require supercomputer resources. The computational cost of classical MD
with short-range forces scales linearly with the number of particles N. (Long-range
Coulomb forces require special Ewald summation techniques). The time-step §t for
numerical solution should be chosen so that the most energetic ions do not move
too much (compared to typical atom distances) during &t. In practical sputtering
simulations, 8t is in the average of the order of 107%% 5. Let us assume that one
needs 100 floating-point operations per atom and time-step to calculate forces and
update the position and velocity. A modern vector supercomputer processor can
execute up to the order of 10° floating-point operations per second. This implies
that one can simulate 10~% /N real-time seconds for every computer-second. For a
unit cell of 10° atoms, this means that each computer second corresponds to 10 ps
of real time. Assuming that one needs 100 simulation histories to get acceptable
statistics, the cost for simulating a 1 nsec real-time physical process is of the order
of 3 CPU-hours on a supercomputer.

For first-principles MD, the numbers are much worse. First of all, the time step
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is determined by the quantum resolution and is typically around 10716 s, a factor of
10 shorter than in the classical case. The ionic (classical) part scales as discussed
above, but the electronic part is much more costly. The computational cost is
for large systems proportional to N3. This arises from the need to orthogonalise
the wavefunctions. Moreover, the proportionality constant can be very large as it
depends on the number of basis functions M required to represent each (occupied)
eigenstate. (The iterative Car-Parrinello technique saves one from explicit full
matrix construction and diagonalisation. The Fast Fourier Transform takes of the
order of M In M operations to go between the real and reciprocal space.) The
numbers add up such that even with a 10°-flop/s supercomputer one is limited
to around 100 atoms, and that one computer-second translates to roughly one
timestep.

Parallelisation of MD computing, both classical and quantum, is an area of
active research and development. It is natural to think that since the physics in
Nature takes places in parallel, one should be able to write such algorithms and
programs which can effectively utilise the architecture of a (massively) parallel
supercomputer. Early experiences show considerable promise that within the next
few years one can widen the scale of MD simulations by an order of magnitude.
This will bring more dynamic phenomena within the reach of first-principles MD
simulation.

6 Conclusions

MD simulation techniques have progressed in a spectacular way during the last
decade. The sophistication and accuracy of representing atomic interactions has
reached a level, where structural, thermodynamic, and energetic properties can be
reproduced and predicted reliably. It is also possible to investigate (with classical
force laws) dynamic phenomena over time scales in tens of nanoseconds.

MDD is basically a deterministic simulation technique, whereby thermodynamic
ensemble averages are replaced by temporal averages. Their equivalence assumes
the satisfaction of the ergodic principle, and requires that proper care is taken
to avoid spurious effects arising from boundary and initial conditions, truncation
errors etc. The statistical analysis of the ‘computer experiments’ should be made
properly. The reliability of the assumed force laws should always be critically ex-
amined for the physical phenomenon in question. One should be aware of the
dangers of over-interpretation of incomplete or unreliable data, just as in the case
of real experiments. With those caveats in mind, it is easy to comprehend the enor-
mous possibilities the MD techniques provide in modelling complicated materials
phenomena and processes, such as sputtering.
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Synopsis

A review is given of experimental and theoretical results on the sputtering of clusters obtained
after the last Symposium on Sputtering (1986). We shall restrict ourselves mostly to collisional
emission from electrically conducting, elemental solids upon energetic particle bombardment.
After a short historical survey, the size distributions of sputtered clusters will be presented and
compared with those of other surface emission phenomena such as (thermal and laser-induced)
sublimation and field evaporation.

The interpretation and in particular the pronounced dependence of the size distributions on the
charge state are still controversially discussed in the literature. Also, the extent to which cluster
fragmentation influences experimentally determinable emission distributions is not yet finally
settled. The key quantities here are the cluster binding and ionization energy and the internal
kinetic energy distribution in the cluster. These quantities are only poorly known. But there
are also experimental difficulties to overcome, such as the effect of post-ionization on cluster
stability, the comparatively long flight time in the particle spectrometer, and discrimination in
heavy-particle detection.

Cluster fragmentation also has a direct bearing on one of the fundamental questions in sputtering,
namely the fraction of atoms in the sputtered flux that is ejected in a bound state.

Kinetic energy distributions display an E~2 decay at high emission energies E for a wide class
of sputtered molecules. This applies if strongly bound molecules are emitted which are only
weakly bound to their surroundings. Such a soft decay is taken as evidence that the molecule
has been emitted by a single strong collision of a recoil atom in the collision cascade set up by
the bombarding particle. This feature is often observed in the emission of molecular reaction
products in reactive ion etching.

The spectra of dimers sputtered from elemental metals, on the other hand, show a steeper decay
with emission energy, which has been measured to lie between an E~3 and an E~% agymptotic
by different researchers. Such a steep fall-off is indicative of more than one collision being active

~1
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in emitting the cluster. In this area, recent molecular-dynamics computer simnlation experiments
have been performed with appropriate metallic many-body potentials and good statistics to give
more details of the emission mechanism.

1 Introduction and Historical Survey

When a solid surface is bombarded by energetic atoms or ions, particles are emitted
(sputtered) from the surface. In the sputtered flux, not only atoms and monatomic
ions are found, but also polyatomic molecules and clusters.! The sputtering of
molecules and clusters is a ubiquitous phenomenon. It has been found under ion
bombardment of metals, semiconductors, and insulators; for elemental targets, al-
loys, and compounds; for molecular crystals, bio-organic, and polymeric materials.

Clusters containing an impressingly high number of atoms have been found in
sputtering experiments. Fig. 1 gives an example for a metallic target, both for
charged and neutral sputtered clusters.

The sputtering of clusters is interesting in itself: While the sputtering of atoms
is for most systems a consequence of the momentum imparted to a (near-) sur-
face atom in the collision cascade set up by the bombarding ion (Behrisch, 1981;
Behrisch, 1983; Behrisch & Wittmaack, 1991), the emission of large clusters from
strongly bonded materials has been tentatively connected to the collective or cor-
related emission of several atomic species (Hofer, 1980; Merkle & Jager, 1981; An-
dersen, 1989; Hofer, 1991). Thus, the mere existence of large clusters in sputtering
is certainly one of the important open problems in sputtering physics.

The sputtering of clusters has also found a number of interesting applications:
The significance of the ion-bombardment induced desorption of organic and bio-
molecules has been discussed elsewhere in this Volume. Cluster emission is invari-
ably observed in secondary ion (SIMS) and sputtered neutral mass spectrometry
(SNMS) experiments and has been used in connection with surface analysis (Schou
& Hofer, 1982; Oechsner, 1990; Downey et al., 1992). When surfaces are bom-
barded by reactive ions or by inert ions in a reactive environment, the total sputter
rate can be increased, since molecular, more volatile, reaction products are more
easily emitted than the unreacted material. This application of molecular sput-
tering is used as reactive ion etching (RIE) (Oostra & de Vries, 1987). Finally,
cluster sputtering has been used as a cluster source. Since sputtered clusters are
internally quite hot, this application has been comparatively rare (Thum & Hofer,

1The choice of words is somewhat fuzzy in the literature. We shall use the term ‘cluster’ in a
broad sense to mean any aggregation of atoms. By ‘molecules’ we mean more specifically those
strongly bonded atomic aggregations which already existed in or on the solid before bombardment,
such as in molecular crystals, or which are formed under ion bombardment by chemical reactions,
such as in reactive ion etching.
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1979; Magnera et al., 1985; Begemann et al., 1986; Fayet et al., 1986).

The emission of clusters {rom solid surfaces was discovered about 50 years ago
(Hahn et al., 1942; Mattauch et al., 1943). This was in an RF-spark between
carbon electrodes, and hence clusters originated from sublimation. In the fifties,
Honig (1953; 1954) continued this work and performed fundamental research on
thermal emission from group IV elements. Later he (Honig, 1958), Krohn (1962),
and others turned to sputtering as a source of ions for mass spectrometry, and
their work must be considered as the first detection of the phenomenon of cluster
sputtering (Hofer, 1991). Of course, in these measurements only cluster ions were
detected.

Several researchers tried to detect neutral particles. Post-ionization with elec-
tron beams was the preferred method then. With the notable exception of Wood-
vard & Cooper (1964) this failed because of background problems caused by the
residual gas. Woodyard & Cooper found a surprisingly high fraction of sputtered
clusters (dimers and trimers) in the flux of neutral particles. This irritating un-
certainty on one of the fundamental questions in sputtering, namely the fraction
of bound particles in the sputtered flux, persisted for the next two decades and is
only now in the process of being clarified.

Mass distributions? of cluster ions were first reported by Blaise & Slodzian
(1968) and Hortig & Miiller (1969). With the broad use of the SIMS analysis tech-
nique, such distributions became available for many elements and multicomponent
targets. When assuming that the charged and neutral distributions follow a similar
behavior, all these results pointed towards an appreciable (20-30%, in some cases
even more) bound particle flux. This picture changed somewhat when Gerhard
& Oechsner (1975) published the first neutral-cluster intensity ratios, i.e., dimer-
to-atom and trimer-to-atom ratios. Although this investigation was carried out
on a much broader experimental and theoretical basis than that of Woodyard &
Cooper (1964), the choice of experimental parameters as well as unknown instru-
mental influences on cluster dissociation prevented an assessment of bound particle
fluxes in the collision-cascade regime. The picture changed when Gnaser & Hofer
(1989) found in a direct-comparison experiment the mass distributions of neutral
clusters to fall off much more steeply with cluster size than for charged clusters.
This holds down to cluster/atom intensity ratios of about 1074, thus covering the
vast majority of the flux of sputtered particles. Still lower intensity ratios became
accessible with the laser-ionization technique (Coon et al., 1991; Wucher et al.,
1993). At this low level, the emission processes are hardly representative of the
general phenomenon of sputtering but they are highly interesting in the elucidation

2Following a general practice, we use the terms mass, abundance, and cluster-size distribution
synonymously. (As-measured) mass spectra should, ideally speaking, be corrected for instrumen-
tal effects in order to yield mass distributions. This is only seldomly done, however.
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of cascade-fluctuation effects as well as for specific cluster-emission events. Infor-
mation available from cluster-size distributions will constitute a major part of this
review.

Cluster abundance distributions are not stable during the first 10 us or so after
the clusters’ genesis. The importance of fragmentation has heen first shown by
Ens et al. (1983) for ionically bound clusters, and by Dzhemilev et al. (1985) and
Begemann et al. (1986) in the case of metal clusters. These studies showed that the
cluster abundance distribution strongly changed its characteristics with the time
spent after cluster formation, cf. fig. 2. The consequence of cluster fragmentation
is that practically all mass spectra measured so far do not represent the emission
distribution in sputtering. Rather they come near to the stationary distribution,
depending strongly on the experimental technique employed for mass analysis.

In the early seventies, a number of groups started measurements of the energy
spectra of charged clusters (Dennis & MacDonald, 1972; Staudenmaier, 1972; Her-
zog et al., 1973). This work was followed by Bernhardt et al. (1976) who were the
first to monitor neutral dimer kinetic energy distributions. . It was only recently
that kinetic energy distributions of larger neutral clusters be measured (Brizzolara
& Cooper, 1989; Coon et al., 1991; Wucher et al., 1993).

Information on the internal energy distribution of sputtered clusters has been
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Figure 1b. Same as fig. 1a for neutral clusters Ag, sputtered by 5keV Art ions (Wucher et al.,
1993).

determined only for a small number of systems. Apart from the early work of
Thomas & Efstathiou (1984) and Snowdon & Heiland (1984) on molecules emitted
from N-bombarded Si, and of de Jonge et al. (1986a) on sulphur, the experiments
by Fayet et al. (1986) on sputtered alkali dimers are particularly noteworthy.

In parallel with these experiments, theoretical models were developed and com-
puter simulations were performed with the aim of clarifying the mechanisms un-
derlying cluster emission. Already quite early, the two dominant models describing
cluster emission were developed: The idea that clusters may be ‘emitted as such’
from the ion-bombarded surface seems to go back to Honig’s work (1958), cf. also
Staudenmaier (1972). The ‘association’ of individually energized® recoils was for-
mulated by Gerhard (1975) and Konnen et al. (1974). Since then, the controversy
about these two models has accompanied the discussion. As we shall note at the
end of the present review, this discussion is based more on lack of care in the
proper choice of words than on physically realistic and experimentally discernible
distinctions.

Computer simulation in this field was pioneered by the work of Harrison &
Delaplain (1976). While early studies used pair potentials even for metallic targets
(Harrison, 1988), modern simulations employ many-body potentials, which are
believed to be more realistic. Also, in order to obtain a representative picture of

3We are intentionally avoiding the term ‘sputtered’ or ‘ejected’ for particles which are still on
their way out of the interaction region of the solid.
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the emission mechanism, a large number of ion impact and cluster emission events,
of the order of 10% or more, are simulated (Wucher & Garrison, 1992a).

In our review, we shall concentrate on the work done in the field of sputtering of
clusters and molecules after the Symposium on Sputtering in Spitz, Austria, 1986
(Betz et al., 1987). As the historical survey just given shows, considerable work
had been performed before this date; it was reviewed by Kelly (1984), Oechsner
(1985), de Vries (1987), Urbassek (1987), and Hofer {1986; 1991). In the present
review, we shall restrict ourselves mostly to collisional emission from electrically
conducting, elemental solids upon energetic particle bombardment. Sputtering of
molecules from more complex materials, such as (bio-) organic solids, polymers, or
cryogenic ices, have been covered elsewhere in this Volume (Reimann, 1993). We
shall focus on situations in which the bombarding ion establishes a linear collision
cascade (Sigmund, 1981). Ion bombardment induced spikes will not be considered
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here, even though experimentally observable emission of large chunks of matter, as
reviewed by Hofer (1991), and described with recent references by Baranov et al.
(1992), is often assumed to occur in a spike scenario.

2 Cluster-Size Distributions

Fig. 1 shows measured cluster abundance distributions for a metallic target, both
for charged and neutral sputtered clusters. For both cases, a strong overall decay
of the cluster abundance with the number n of atoms contained in the cluster can
be observed. This reflects the cluster-formation probability which decreases with
increasing number of atoms. In a direct comparison of the abundance distribution
of charged and neutral clusters sputtered under identical conditions from the same
element, two differences between ionized and neutral clusters became apparent
(Gnaser & Hofer, 1989):

(i) neutral clusters show a stronger decay with atom number n than charged
clusters;

(ii) the conspicuous even-odd alternations of charged clusters of monovalent ele-
ments are absent in the distribution of the neutrals.

Both findings were confirmed and extended by Franzreb et al. (1991a).

Cluster abundance distributions have been interpreted from the very beginning
in terms of the clusters’ electronic structures (Joyes, 1971; Leleyter & Joyes, 1973;
Rodriguez-Murcia & Beske, 1978; Joyes & Sudraud, 1985). Because of spin-pairing
of binding electrons, clusters with an even number of valence electrons possess
an increased stability, which is enhanced both with respect to fragmentation and
ionization. Thus, clusters containing an even number of binding electrons show
both an enhanced dissociation energy and a larger ionization potential. It became
customary to interpret cluster abundance in terms of stability against fragmen-
tation/dissociation. This was probably influenced by the success with covalently
bonded clusters (Dérnenburg et al., 1961), where indeed the binding energy con-
trols the mass distribution — of course, apart from the kinetics of cluster formation
which prescribes a monotonically decreasing dependency. However, it is also true
that there remained a latent awareness that the ionization energy, too, must be an
important parameter for the understanding of abundance distributions, in partic-
ular for charged clusters (Leleyter & Joyes, 1973). This issue was taken up and
emphasized recently (Franzreb et al., 1991a).

Fig. 3 displays quantum-chemical data for the variation of the binding en-
ergy of a cluster with the number of atoms it contains. The binding energy of
a charged cluster is definitely higher than that of a neutral cluster. This applies
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Figﬁre 3. Binding energy per atom of charged and neutral Ag clusters. Quantum-chemical

calculations due to Bonacic-Koutecky et al. (1993a,b). For comparison: Bulk sublimation energy
of Ag: 2.96eV.

both if iso-nucleonic clusters (vertical lines) and iso-electronic clusters (e. g., Agy —
Ags™) are compared. Interestingly, these calculated binding energies do not display
the odd-even alternations as pronouncedly as earlier, simplified calculations where
an oscillatory structure in the dependence of the binding energy was intimated.
Binding-energy considerations, therefore, cannot explain the odd-even oscillations
in the mass spectra of charged clusters of monovalent metals. The monotonically
decreasing neutral-cluster intensities, on the other hand, are in keeping with cal-
culated binding energies.

The question why the abundance distribution of charged clusters alternates
while that of neutral clusters does not,* appears to be connected to the behaviour
of the ionization energy, rather than to the binding energy (Franzreb et al., 1991a):
As the experimental data plotted in fig. 4 show, the ionization energy of clusters
indeed shows these oscillations. The comparison of charged and neutral cluster
abundancies hence motivates the following assumption about the ejection process:
First the cluster is formed in the neutral state. In a second step it is ionized while
it leaves the interaction range with the surface.

4The origin of the slight alternations visible in fig. 1b for neutral clusters is not clear; it may,
in fact simply stem from the detection method, viz. single-photon ionization (Wucher, 1993).
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(Jackschath et al., 1992). For comparison: Work function of Ag: 4.26eV.

This sequence of processes is the same as in the ionization of clusters stemming
from gas-agglomeration sources. Such cluster sources are in frequent use in cluster
research: Material of which clusters are to form is evaporated into an inert-gas cell,
where agglomeration takes place. Collisions with inert-gas atoms mediate the ag-
glomeration and cool the clusters by dissipating the heat of condensation. Further
cooling can be achieved by adiabatic expansion in a supersonic nozzle. For such
a system, Powers et al. (1983) reported a smooth, monotonically decreasing size
distribution of neutral Cu,, clusters. Characteristic odd-even intensity alternations
appeared only in the cluster-ion spectra. For this to occur, it was important to
carry out the ionization with energies near the ionization threshold; only then is
the process selective and allows intensity modulation according to the ionization
potential, cf. fig. 4. The intensity oscillations in the mass spectra of cluster ions are,
therefore, a kind of artifact caused by ionization of neutral clusters in the threshold
region of the ionization cross section.

In the above gas-agglomeration experiments; cluster formation and ionization
are well separated in space and time. In sputtering, the situation is more com-
plex: Firstly, the knock-on collision, cluster formation, and ionization all take
place within 5 A from the surface atomic layer. There is, thus, no clear separation
of cluster formation and ionization. For this reason, ionization takes place long
before the clusters had time to dispense of their excess energy. In surface emission
of clusters, hot clusters are ionized. Remarkably, however, ionization makes for a
stabilization of the cluster, cf. fig. 4.
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The cluster ionization process directly depends on the bonding and electronic
structure of the cluster: For metallic targets, often the electron tunneling model
(Yu, 1991) of atomic ion formation in sputtering is extended to cluster-ion emission
(Franzreb et al., 1991a; Makarenko et al., 1991); this implies, as we discussed above,
that the cluster formation and ionization processes can be separated in time from
one another. Similar considerations also apply to negative-ion formation (Abdul-
laeva et al., 1991; Wada et al., 1991). Other mechanisms dominate the sputtering
of non-metallics, and in particular of compound targets, where the charge state of
the cluster and its emission mechanism may be closely connected (Yu, 1981; Yu,
1982; Klimovskii, 1987).

Theoretical results on the mass distribution of sputtered clusters are not read-
ily available. Computer simulation does not provide sufficient statistics to study
representative ensembles of clusters containing more than 2 or 3 atoms. Analytical
models hence use statistical, bond-counting considerations (Dunlap, 1982; Dunlap
et al., 1983) which invariably lead to an exponential decay of cluster abundance
with mass. A collective model of large cluster formation predicts a slower decay
if clusters are formed in an equilibrium process in the vicinity of the critical point
of the liquid-gas phase transition (Urbassek, 1989). A power-like dependence has
indeed been observed in charged clusters sputtered from lon-bombarded rare-gas
solids (Orth et al., 1981; Jonkman & Michl, 1981; Urbassek, 1988b).

Cluster abundance distributions from metallic targets have for a long time been
believed to obey the dependence ¥, oc ¥™ with cluster size n (Gerhard, 1975).
Such a relationship stems from statistical considerations, which imply that clusters
originate from a fixed ‘active’ area, viz. the intersection of the collision cascade
with the target surface. Recently, Gnaser & Oechsner (1991; 1993) and Wurz et
al. (1991) checked this law by varying the total yield ¥ via the bombarding energy
of the ions inducing sputtering and measuring the emission-angle integrated dimer
and trimer yields. For bombarding energies below 1 keV they verified the law for a
variety of metals and alloys. However, recent experiments (Franzreb ¢t al., 1991b)
and computer simulations (Wucher & Garrison, 1992b) cast doubt on its validity for
higher bombarding energy. Note, however, that by varying the bombarding energy,
also the area is changed, from which particles are emitted, and hence the above
law, ¥, o Y™, need in principle not be fulfilled. An experiment using equi-velocity
(light) clusters as projectiles might be better suited to test this law (Sigmund,
1993).

Finally, we note that it has been known for a long time that the sputtering of
clusters is due to the effect of a single ion impact, rather than to the combined effect
of several ions; a notable exception will occur for (heavy) cluster bombardment. Tt
has also been noted frequently that there exist considerable statistical luctuations
in the collision cascades and hence in the sputtering yield. This must have a major
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importance on the cluster abundance.> As for instance Cooper & Hamed (1984)
note, dimer emission may be observed in situations where the total average sputter
yield is substantially below 1; nevertheless, a non-vanishing probability for the
emission of two atoms from the same collision cascade must have existed. Or,
as Wittmaack (1979) observed, Si, " clusters up to n = 8 appear under average
vield conditions of ¥ 2 1atom/ion. One might indeed expect that the cluster
size distribution reflects the fluctuations of the individual collision cascades. The
average yield or an average of the deposited energy in the near-surface region are
of little help when the observable shows such a large statistical variance as that of
the cluster-size distribution.

Hence, at low bombarding energies, data on the monomer and dimer yield
may give direct experimental information on the statistics of the sputter yield.
A complete theoretical prediction of cluster abundancies taking these fluctuations
into account and going beyond Gerhard (1975) does not yet exist.

2.1 Odd-even Alternations, Magic Numbers

Alternating cluster ion intensities are a general feature of clusters composed of
atoms with an odd number of valence electrons. Although the effect is best docu-
mented for monovalent elements such as the alkali and noble metals, it is evident
also for group IIT elements such as Al. In sputtering of alloys, the odd-electron
atom imposes the alternations on the abundance distribution of composite cluster
ions (Joyes et al., 1986).

The alternation effect exists both for negative and positive cluster ions, and in
the latter case as well for multiply charged clusters (Joyes & Sudraud, 1985). In
all cases, the intensity maxima correspond to an even number of valence electrons
in the cluster.

It is interesting to note that alternating cluster ion intensities appear to be a
general feature of clusters originating from surfaces of (metallic) solids or liquids.
The effect is by no means confined to sputter ejection. It is well discernible in the
charged flux of particles from a liquid-metal ion source (LMIS) (Joyes & Sudraud,
1985; Bhaskar et al., 1987), and also in the cluster-ion abundance from laser irra-
diated solids (Fiirstenau & Hillenkamp, 1981). Interesting in this context is also
the fact that the alternation effect for metal clusters decreases with increasing laser
power, i.e., when cluster formation shifts from the surface into the adiabatically
expanding vapour cloud in front of the target. Here, another cluster formation and
ionization mechanism takes over. This corresponds to neutral cluster formation in

5This has often been noted in the literature (Staudenmaier, 1972; Staudenmaier, 1973; Sig-
mund, 1977; Wittmaack, 1979; Winograd et al., 1978; Winograd et al., 1979; Sigmund, 1987;
Eckstein, 1988; Conrad & Urbassek, 1990).
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supersonic nozzle beams.

The phenomenon of magic numbers in abundance distributions has recently
attracted much attention in cluster research. Similar to atomic nuclei, agglomerates
containing a certain (‘magic’) number of constituents manifest themselves by an
enhanced abundance compared to their neighboring species. This effect is generally
explained in terms of increased stability, i.e. binding energy. As the bulk of these
magic-number studies of clusters has been carried out by non-surface emission
methods, there is little uncertainty in this interpretation caused by interference
from the ionization process. The origin of the enhanced stability may be quite
different in differently bound clusters, however: While in ionically bound clusters
the geometric (‘crystal-’) structure is assumed to play an important role (Campana
et al., 1981), the binding in clusters composed of metal atoms is purely electronic.
Therefore, the magic numbers of n = (2),8,20,40, ... given for metal clusters refer
to the number of binding electrons. The number of atomic constituents thus varies
with the charge state of the cluster (e. g. Ago™, Ags, Agy~ for the magic number
8 in figs. 1a and 3). We note in passing that these agglomerates are still far
from evincing bulk metallic characteristics. This can be seen, for instance, in the
differences to the bulk sublimation energy and the work function given in figs. 3
and 4, respectively.

Magic. numbers can readily be identified in sputtered cluster-ion abundance
distributions, cf. fig. 1a. Actually, the fact that sputtered clusters have a rather
high internal energy and are thus subject to larger fragmentation rates (see below),
increases the intensity contrast between loosely and tightly bound clusters in the
mass spectra; cold clusters would not reflect their differences in binding energy
in mass spectra. In general, however, the enhanced internal energy of sputtered
clusters is considered as a disadvantage in cluster research. It also limits the appli-
cability of sputtered-cluster sources in this field. For the phenomenon of sputtering,
magic-number clusters have hardly any significance due to their vanishingly small
fraction in the total flux of ejected particles.

No magic number characteristics have as yet been detected in the flux of sput-
tered neutral clusters. As with the odd/even alternations, the spectrum of neu-
tral clusters is poorer in information than that of the charged species. This may
again be a consequence of the close coupling of cluster formation and ionization in
emission from surfaces. In nozzle-type experiments, by contrast, identification of
magic-number clusters both in the neutral and the charged state seems to be the
role.®

5The actual measurement always requires ionized clusters. The difference to sputtered clus-
ters is that post-ionization is performed here on cool clusters. It would be interesting to carry
out on sputtered clusters a post-ionization experiment at a cluster lifetime > 100 ps, i.e., after
fragmentation has left the clusters at lower internal energy.
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Figure 5. Decay probability of Cu, ¥ clusters sputtered by 21keV Xet bombardment. Decay is
observed on two groups of clusters (‘early’ and ‘late’) which differ by the time after which decay
is monitored. Early clusters decay with considerably higher probability than late clusters. Data
taken from Begemann et al. (1986).

2.2 Fragmentation

Sputtered clusters are not stable right after the ejection process. Collisional ejec-
tion leaves the agglomerates with a high amount of internal energy. This causes
fragmentation during a time span of 10 us or more after the clusters’ generation.
The mass spectra change with time during this period, as was first demonstrated by
Ens et al. (1983) for ionically bound clusters, cf. fig. 2. Here it was shown that the
cluster abundance distribution strongly changed its characteristics with the time
spent after cluster formation. While the ‘early’ distribution shows no alternations,
these do form during the flight (cf. fig. 2). Apparently, characteristic structures in
such mass spectra evolve as the clusters approach their stability distribution.

For metallic systems, cluster fragmentation has been investigated mainly at
the Academy of Science in Tashkent by Dzhemilev & Verkhoturov (1985) and
Dzhemilev et al. (1987; 1990; 1991) and at the University of Bielefeld by Begemann
et al. (1986; 1986; 1987). Fig. 5 represents results obtained with Cu, clusters by
the latter group. The two curves shown therein correspond to time intervals opened
after different times after sputter ejection. The ‘early’ time interval is opened
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typically 50 ns after ejection, the ‘late’ at about 500 ns. The recording time is given
by the drift time of the clusters in the time-of-flight (TOF) spectrometer. It is more
than an order of magnitude longer than the ‘late’ delay time. ‘Late’ and ‘early’ mass
spectra thus differ by the amount of clusters which have undergone fragmentation
before entering the spectrometer. The decay probability plotted on the ordinate is
the fraction of clusters of a given size that has undergone fragmentation during the
flight through the spectrometer. In short, the main findings of these investigations,
as far as they are relevant for sputtering, are:

e Small clusters attain their stability configuration quickly. After some 100 ns,
no Cu,* clusters up ton = 5 but a small fraction of quadrumers are subject to
decay. During this time, the clusters have moved no farther than 10 — 100 pm
from the surface; conventional mass spectrometers will all yield the same mass
distribution. If it is allowed to transfer these results to neutral clusters, it can
be stated that the majority of the sputtered flux, i.e., the lux of n =1-5
species, is stable against fragmentation once it has cleared off the surface.

e The main form of fragmentation is the emission of neutral atoms. This is
the most effective way of reducing the internal energy in the cluster. Klots
(1985; 1991) used such data to shed light on the {ragmentation kinetics and
to correlate it with thermodynamic cluster properties. While his calculations
put the emphasis on cluster stability considerations derived from binding
energies, his approach could be broadened to include the structure visible in
cluster ionization potentials.

e The fragmentation pattern shows odd-even oscillations for monovalent met-
als. Cluster ions with an even number of valence electrons show less frag-
mentation. Interpreted in terms of stability, this does not seem to be in
agreement with the calculations shown in fig. 3, as there are no oscillations
in the binding-energy curves. It should be appreciated, however, that these
calculations pertain to cold clusters, while sputtered clusters are internally
hot. Nevertheless, there is an inconsistency between fragmentation data and
calculated binding energies for cluster ions.

s Among the larger clusters, Cug™ is a particularly stable one. It is a magic-
number cluster, as it contains a ‘closed shell’ for 8 binding electrons. All
clusters composed of more electrons (atoms) show higher decay probabilities.

These results are strongly supported by recent molecular-dynamics calculations
of keV Ar—Ag sputtering, using up-to-date metal potentials (Wucher & Garrison,
1992b). There it was found that the majority of the emitted trimers and virtually all
the larger clusters fragmented spontaneously in the first nanosecond after emission.
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This behaviour could be clearly traced back to the high internal energies with
which clusters are ‘born’. It is of course to be expected that stable quadrumers
and even larger clusters should be detectable in such simulations; computer time
restrictions, however, severely impede the simulation of sufficiently many atom
impacts to obtain statistical information on large stable clusters.

Thus, fragmentation is a clear sign of the metastable character of sputtered
clusters. It must be taken as a warning that measured abundance distributions may
only be used with caution to represent the initial, i.e., ejection, cluster distribution.
Furthermore, cluster fragmentation underlines the importance of cluster stability
for abundance distributions.

3 Energy and Angular Distributions

Kinetic-energy spectra of cluster ions have been measured by many groups. With-
out exception, they show with increasing cluster size a faster decline of the high-
energy tail, cf. fig. 6a.

In the last decade, results for neutral clusters have been obtained as well. The
data displayed in fig. €b have been obtained in an SNMS system using electron
ionization, and show similar features as stated for charged clusters above.

In the following, we shall turn to a more detailed description of the character-
istics of sputtered dimers. As mentioned in the Introduction, substantial work in
this area was performed before the report period, i.e., up to the mid-eighties. We
wish to mention in particular the experimental and theoretical work of Snowdon
and coworkers as summarized by Snowdon et al. (1986); of Haring, Qostra, de
Vries, and others of the FOM-group, which was summarized by de Vries (1987);
and of the computer simulation studies of Harrison and coworkers, summarized by
Harrison (1983; 1988). Due to these efforts, a considerable body of information
on possible mechanisms of the sputtering of dimers and their properties has ac-
cumulated. Progress since then is characterized by further detailed experimental
information on the one hand, and improved molecular-dynamics simulations on the
other, and will now be described.

3.1 Emission of (Preformed) Molecules

Probably the simplest case of cluster sputtering is realized in a solid where (pre-
formed) molecules exist. These are characterized by the condition that the disso-
ciation energy D) of the diatomic molecule is large compared to its binding energy
U to the surroundings. This case is by definition realized in molecular solids; it
may be realized in systems of chemically reactive sputtering, or in the ion-induced
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Figure 6a. Kinetic-energy distributions of clusters sputtered from a polycrystalline Cu sample.
Tonized clusters Cupnt from 5.5 keV CsT bombardment. Data due to Gnaser (1992)

desorption of molecular adsorbate layers (Taglauer et al., 1980; Sagara & Kamada,
1982).

Measurements on elemental, diatomic molecular solids, such as solid Ny, have
only very recently been performed with keV heavy ions (Pedrys, 1993). Under
low-energy ion bombardment, a Thompson distribution for the kinetic energy of
sputtered Ng-molecules was observed, but with an apparently lowered value of the
surface binding energy U7 as compared to the measured sublimation energy. This
may indicate that the surface binding force acts in a more complex manner on
dimers, where several more degrees of freedom are active during emission than for
atomic particles (Urbassek, 1992).

Otherwise, most measurements have been made on chemically transformed
solids, i.e., under conditions of chemically reactive sputtering. Fig. 7 displays the
kinetic energy distribution of molecules sputtered under such conditions. The £~2-
like decay of the distribution at high energies is strong evidence for the so-called
single-collision emission mechanism, in which the molecule emission is induced by
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Figure 6b. Same as fig. 6a for neutral clusters Cuy, from 1keV Art bombardment. Data taken
from Brizzolara & Cooper {1989).

a single collision with a recoil particle of the collision cascade. Under these condi-
tions, the usual argumentation of collision cascade physics applies which predicts
an F~? tail of the kinetic energy distribution (Sigmund, 1981). This behaviour has
also been found in the emission of monoxide molecules sputtered from oxides or
oxygenated surfaces (Wucher & Oechsner, 1987). As above, we note that the na-
ture of the surface binding energy U may be more complex in the case of molecules
than in that of atoms.

This so-called single-collision mechanism has been discussed in the literature
repeatedly, starting with Benninghoven (1973), and followed by Oechsner et al.
(1978), Sigmund et al. (1986), de Jonge et al. (1988), and others. It has been given
various names such as ‘direct emission’, ‘intact ejection’, ‘emission as such’, etc.
This mechanism allows molecules to receive a high amount of relative kinetic energy
Erql without dissociation. This is possible up to Epq = D. Since the center-of-mass
and the relative energy which the molecule receives in an energetic collision are
correlated, dimers with considerable center-of-mass energy can be emitted. Thus,
for a homonuclear dimer the £~? distribution will be valid up to a center-of-mass
energy of around D. For higher energies, the collision ejecting the molecule will
also impart to it such a large amount of internal energy that it breaks up. We note
that the emission process at small emission energies £ < U may deviate from this
simple picture. At these low energies, the laws underlying collision cascade physics
need not necessarily apply any more. Thus, for instance, the molecule moves so
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Figure 7. Kinetic-energy distribution of molecules sputtered by 3keV Art bombardment from a
Si surface in an SFg atmosphere at 50 K. The signal is due to both sputtered SiF;r radicals and
postionized SiFs molecules. Data taken from Oostra et al. (1986).

slowly — the binding energy U is typically below 1eV — that several recoils may hit
it.

The physics underlying the single-collision picture is sufficiently simple that
detailed studies of the internal — i.e., rotational and vibrational — degrees of freedom
were possible (Snowdon, 1985; Sigmund et al., 1986; de Jonge et al., 1988). A
straightforward application of the ideas underlying the single-collision picture gives
the following results (Sigmund et al., 1986):

(i) both rotational and vibrational excitation obey an E~2 law;
(ii) internal energy is positively correlated with the kinetic energy;
(iii) rotational and vibrational energy are anti-correlated with each other.
De Jonge et al. (1986a; 1986b; 1987), as summarized in de Jonge (1988), per-
formed a detailed experimental study of the internal degrees of freedom of a sput-
tered dimer for a case where the single-collision mechanism could be assumed to

apply. The system chosen was elementary sulphur, which is unfortunately rather
a complex system. The Sg-rings, which form elemental sulphur in equilibrium,
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decompose under ion bombardment; S is the majority species in the sputtered
flux (Chrisey et al., 1988). It is assumed that Sz is also the near-surface majority
species in an ion-bombarded sample under steady-state conditions, and that it does
not form only during emission or by fragmentation of sputtered Sg-rings. Thus,
the single-collision mechanism can be assumed to apply.

Fig. 8 displays the results of such a measurement. It seems that the vibrational
distribution decays exponentially rather than like an inverse power — although this
is somewhat hard to decide upon the basis of the 5 data points taken. While rota-
tional energy indeed increases with the kinetic energy of the sputtered molecules,
vibrational energy appears to be independent of it. And rotation and vibration are
positively correlated in contrast to item (iii) above.

These results are in conflict with the simple picture given above. However, at
least a qualitative explanation of the measured data was given by de Jonge et al.
(1988) and Urbassek (1988a). These authors showed that an improved modeling
of the atom-molecule (or molecule-molecule) collision ejecting the molecule is nec-
essary in order to understand the excitation of the internal degrees of freedom of
sputtered molecules and their correlation with the kinetic energy.
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3.2 Cluster Emission from Elemental Materials

In the majority of elemental materials, such as in metals, the dissociation en-
ergy D of a dimer is smaller than the bulk sublimation energy U, or at the most
of comparable magnitude. In this case, a single collision which transfers enough
center-of-mass energy to a dimer to eject it usually imparts also enough internal
energy to destroy it. Thus, unless the surrounding material strongly quenches the
internal degrees of freedom, the single-collision mechanism will not work.

Here, a different prototypical mechanism has been proposed (Konnen et al.,
1974; Gerhard, 1975): Consider two atoms ejected in an ion-induced collision cas-
cade from the target. If their momenta are sufficiently aligned and of comparable
magnitude, and the trajectories of the two atoms are sufficiently close to each
other, the two atoms are bound to each other and form a dimer. Since these condi-
tions impose strong restrictions on the phase space available for dimer formation,
a considerably stronger high-energy decay of the kinetic energy E is found than
for atomic emission. Calculations’” show that the distribution decays according to
E-%for E>» U,D.

As an extension of the early papers by Kdnnen et al. (1974) and Gerhard (1975),
theoretical modelling was able to provide more information on emitted dimers. We
mention here the angular distribution, the internal —i.e., rotational and vibrational
— excitation, and the kinetic-energy distribution at and below the surface binding
energy (Snowdon, 1985; Snowdon et al., 1986; Snowdon & Haring, 1987; Haring et
al., 1987; Hoogerbrugge & Kistemaker, 1987). However, these quantities depend
crucially on the detailed interplay between the intramolecular potential and the
surface binding forces. Here, assumptions had to be introduced the validity of
which is hard to check by experiment. Realistic molecular-dynamics simulations
may improve the modelling.

Experiments show that the kinetic-energy distributions of dimers sputtered from
metals are indeed steeper than the £ 2 decay of the monatomic distribution (Bern-
hardt et al., 1976; Brizzolara & Cooper, 1989; Coon et al., 1991). However, they
approach an E~5 law only very slowly, if at all. In the energy window accessible
to experiments (E S 20U), the distribution appears to be better characterized by
an E2 or E~* decay, as is demonstrated in several papers presented at SPUT92,
cf. also fig. 9 below. It is being discussed whether such a behaviour is in agreement
with the simple statistical model described above (Urbassek & Gades, 1993).

Molecular-dynamics simulations have for a long time been performed® to shed
light on cluster emission from metallic targets. Modern simulations use many-body

“Many of the published calculations contain errors which have their origin in a confusion
between phase space density and flux (Haring et al., 1987; Urbassek, 1987).
8For reviews, see Harrison (1983; 1988).
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Figure 9. Kinetic-energy distribution of neutral Ags dimers sputtered by 1keV Art ions from
polycrystalline Ag. Line: experiment. Dots: simulation. Data taken from Wucher & Garrison
(1992a).

potentials, such as the one given by Foiles et al. (1986), and explore the relevant
phase space with sufficient statistics to give representative results for dimers emit-
ted from metals. The use of many-body potentials appears important in cluster
sputtering studies since the metallic bond cannot be described in terms of pair-
wise binding potentials, and a proper description of the attractive forces is without
doubt of prime importance for the phenomenon of cluster sputtering. In particular,
the difference in potential energy, and also in the equilibrium distance, of a dimer
before and after ejection can considerably affect the emission characteristics, such
as the internal energy, of sputtered clusters. Furthermore, any simulation employ-
ing a pair potential derived from bulk properties will underestimate considerably
the dimer dissociation energy and hence the sputtered dimer abundance ratio.
Fig. 9 shows molecular-dynamics results for the kinetic-energy distribution of
sputtered Ag, dimers; they are seen to be in good agreement with experiment. The
E~% decay indicated in the figure fits the data over some part of the spectrum.
However, such simulations allow to extract more data than have been measured up
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Figure 10. Internal-energy distribution of neutral Agy dimers sputtered by 5keV ArT ions from
Ag (111}, as obtained from a molecular-dynamics simulation (Wucher & Garrison, 1992b). Frag-
mentation products are not taken into account here.

to now. Asan example, fig. 10 displays the internal energy distribution of sputtered
Ags dimers. It is seen that sputtered clusters are hot, and with only little structure
in the distributions. This corroborates the finding of section 2.1 above.

From such simulations it was furthermore found that for keV bombardment
of metals, sputtered dimers stem predominantly from nearest-neighbour sites, and
that a true double-collision mechanism® is responsible for the majority of dimers
formed (Karetta & Urbassek, 1992; Betz et al., 1993). The so-called push-and-stick
mechanism (Bitensky et al., 1992) is active to a small percentage.

Wucher & Garrison (1992b) demonstrated by molecular-dynamies simulation
that fragmentation of large clusters will alter the distribution of dimers which are
detected at a macroscopic distance (2, 1 mm) and time (2, 1 us) after formation:
Even though dimers cannot decay in a classical molecular-dynamics simulation in
which the electronic degrees of freedom are not taken into account, dimer fragments
formed from larger clusters will contribute slow and cool dimers, hence shifting the
kinetic-energy distribution to smaller energies, and cooling the internal-energy dis-
tribution. Thus, the outcome of a molecular-dynamics simulation stopped several
picoseconds after ion impact will not give the same distribution as that measured
experimentally.

“Each of the two atoms, which eventually are to form a dimer, has been knocked on by a
different recoil atom. )
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3.3 Angular Distribution

Cluster emission from polycrystalline surfaces is believed to follow a cos™ ¥ distri-
bution, where ¥ is the polar angle of emission, and n = 1 — 2 (Snowdon & Haring,
1987). Strong deviations from such a smooth distribution must be expected for
the desorption of molecules adsorbed on surfaces, and for cluster emission from
monocrystalline targets. In the latter case, experiment shows enhanced emission
of dimers and trimers along the close-packed lattice directions (Hofer & Gnaser,
1987; Gnaser & Hofer, 1989). We can take this as a natural consequence of mo-
mentum alignment. Whatever the reason is for this alignment — focusing collision
sequernces in the collision cascade or directly induced by the projectile (Karetta &
Urbassek, 1992) — any alignment of the recoils’ momenta results in a reduction of
their relative kinetic energy and, therefore, in an enhanced chance of fulfilling the
cluster binding conditions. The striking similarity of the atom and dimer angular
distributions observed from single crystals in these experiments appears hard to
reconcile with a statistical emission model. ,

Otherwise, the lattice structure seems to have little effect on cluster emission.
The abundance distributions of sputtered Si and Ge clusters at least show no
influence of whether the target is in the crystalline or the amorphous state (Gnaser
& Hofer, 1989). Abundance distributions in sputtering are, therefore, controlled by
the short-range distance-distribution of the atoms in the solid; this is known not
to be too dissimilar in crystalline and amorphous solids. As an application of this
finding, we note that there is no memory effect of the target’s structure in mass
distributions. So far, this can be stated only for sputtering in the collision-cascade
regime. For the ‘softer’ erosion techniques, such as sublimation by lasers or electric
arcs, influences of the target structure on the mass distribution have been reported.

4 Conclusions

Since the last Symposium on Sputtering in Spitz, Austria, 1986, hardly any area in
the field of sputtering has seen an advancement similar to that of cluster emissjon.
This is primarily due to our capability of carrying out controlled measurements
with neutral clusters as well as of simulating the ejection process by computers.
Let us first consider those particles which constitute the majority flux of sput-
tered particles. The emission of atoms, dimers, trimers and quadrumers make up
more than 99% of that flux. Conventional methods such as the ionization by elec-
trons and standard mass spectrometry are sufficient for studies of these particles.
Larger neutral clusters require the outstanding sensitivity of the laser-ionization
technique. It was-only recently that this technique was applied to sputtered clus-
ters. Right from the start it has resulted in the identification of clusters as large as
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Cuys and Agyg. Althongh the amount of material emitted in this form is negligible,
the ejection process of such agglomerates is interesting in itself.

As far as the phenomenon of sputtering is concerned, several of the long-
standing key issues are in the process of being solved now.

e The fraction of bound atoms in the sputtered flux appears to be in the
10 — 20% range for cascade sputtering. This is low compared to the cor-
responding number for ionic particles. The reason is, firstly, the steep fall-off
in the neutrals’ abundance distribution; this is expected to be connected with
their reduced binding energy. Secondly, the effect of alternating abundances
in the spectra of cluster-ions of monovalent elements is less pronounced or
even absent with neutrals; this again reduces the bound-to-monomer emission
ratio. It is important to keep in mind, however, that clusters fragment dur-
ing the first several microseconds after emission. The bound-atom fraction
immediately after emission may hence be larger than the measured one. As
to sputtering physics, it is clearly the first quantity which is of main interest,
since the solid is not involved in the fragmentation process which changes the
cluster distribution after emission.

e The energy distribution of sputtered clusters is in the center of interest
presently. Several contributions at this conference were concerned with it.
Such experiments are plagued with a multitude of instrumental problems and
artifacts. The most recent experiments indicate deviations of the measured
kinetic-energy distributions from existing analytical theories. Measured dis-
tributions appear to be flatter than predicted, and approach those expected
for the emission of atoms, or the single-collision ejection of preformed, ad-
sorbed molecules. The origin of these discrepancies is at present unclear.

e Fven more complicated is the determination of the distribution of internal
energy. Very few experimental data exist for elemental solids. All information
available now points towards a high amount of rotational and vibrational
energy stored in the cluster. Rather detailed investigations of fragmentation
of cluster ions show this energy to be reduced by the ‘boiling off” of neutral
atoms. This process takes place over a time period of 10 us and more. Great
caution is required, therefore, in the interpretation of mass spectra from
instruments with different detection time windows with respect to ejection.

We have no information on the fragmentation of neutral clusters. Similar
conditions as those with cluster ions are expected. Therefore, here too, mea-
sured mass spectra may be far from the ejection distribution. To what extent
this holds, depends not only on the clusters’ transit time in the spectrometer
but also on the energetics of the ionization process. Furthermore, it may be
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decisive when after ejection clusters are post-ionized, because the ionjzation
cross section depends on the state of internal energy, and cluster stability
depends on both the charge and excitation state.

e The angular distribution of sputtered clusters is largely unknown. For clusters
emitted from polycrystalline surfaces, and for not too oblique emission angles,
a cosine distribution around the surface normal can be assumed. This need
not hold for the emission of preformed molecules.

Pronounced preferential emission is observed from single-crystal surfaces a-
long low-index crystallographic directions. This must be understood as evi-
dence that momentum alignment of recoil atoms or even correlated emission
is an important feature in cluster formation.

e Clusters may contain a factor of 3 to 10 more atoms than the average sput-
tering yield. It is quite generally agreed that this is connected to the statis-
tical variation of the individual cascades. It is unlikely that reaction kinetics
based on an average quantity of such poor statistical significance as that of

the mean sputtering yield will lead to an understanding of the elementary
emission process.

Computer simulations of the yield per individual cascade show very large
fluctuations. These have to be taken into account in any theoretical treat-
ment of cluster sputtering. Simulation by molecular dynamics appears to
be predestined to this problem. However, to simulate a sufficient number of
atom impacts to put large-cluster emission on a sound statistical basis is a
formidable task.

Apart from yielding information on the physics of sputtering, several features
of cluster emission upon ion-bombardment of solids are of interest on their own.
Strictly speaking, all characteristics typical of cluster-ion emission are of minor
relevance to sputtering. However, it was the observation of cluster-ion emission
(in SIMS), which has triggered research on sputtering of clusters and which has
provided first information on every single quantity discussed in the above chapters.
Even in those cases where the information turned out not to be representative of the
neutrals, which contribute the majority flux in sputtering, it is still of great impor-
tance in the general field of charged-particle emission from solid or liquid surfaces.
This is equally true for emission processes of a collisional or a thermal nature, a
combination of both — or of quite a different nature such as by electrohydrodynamic
forces. As paradigms to such effects may serve the odd-even oscillations in ionized
cluster-size distributions of monovalent elements, or the enhanced abundance of
magic-number clusters.
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We should like to close this review with a word on the two extreme models of
cluster emission which have dominated the debate for a long time, i.e., emission as
such vs. the association of independently emitted recoils in the transition region
between the surface and vacuum. Most workers in this field will agree that these
two models should not be interpreted in an extreme sense. Neither does association
of independently energized atoms mean that they recombine in vacuum, nor does
ejection as such mean that the atoms of the cluster have the same neighboring
geometry as they had while they were in the solid; ejection as such is not meant as
an ejection of preformed particles. If a rearrangement of atoms in the cluster-to-be
is allowed during its passage through the surface, the two models mean the same
thing. What is excluded, is a combination of atoms which had not remained in
their mutual attraction field before they left the solid.

Acknowledgements

We gratefully acknowledge discussions with G. Betz, V. Bonacic-Koutecky, S. Coon,
K. Franzreb, H. Gades, H. Gnaser, M. Vicanek, and A. Wucher. Many of these, as
well as P. Sigmund and M. Ferguson, gave us critical comments on the manuscript.
H. Gnaser is thanked for providing fig. 6a.

References

Abdullaeva MK, Atabaev BG and Dzabbarganov R, 1991: Nucl. Instr. Meth. B62, 43

Andersen HH, 1989: Vacuum 39, 1095

Baranov IA, Novikov AC, Obnorskii VV, Tsepelevich SO, Kozlov BN and Pilyugin II, 1992: Nucl.
Instr. Meth. B65, 177

Begemann W, Meitwes-Broer KH and Lutz HO, 1986: Phys. Rev. Lett. 56, 2248

Begemann W, Dreihéfer S, Meiwes-Broer KH and Lutz HO, 1986: 7. Phys. D3, 183

Begemann W, Dreihéfer S, Meiwes-Broer KH and Lutz HO, 1987: In The Physics and Chemastry
of Small Clusters, edited by P Jena (Plenum, New York), p. 269

Behrisch R, ed., 1981: Sputtering by particle bombardment I (Springer, Berlin)

Behrisch R, ed., 1983: Sputtering by particle bombardment II (Springer, Berlin)

Behrisch R and Wittmaack K, eds., 1991: Sputtering by particle bombardment Il (Springer,
Berlin)

Benninghoven A, 1973: Surf. Sci. 35, 427

Bernhardt F, Oechsner H and Stumpe E, 1976: Nucl. Instr. Meth. 132, 329

Betz G, Husinsky W, Varga P and Viehbock I, eds., 1987: Symposium on Sputtering Nucl. Instr.
Meth., Vol. 18, p. 321 ff

Betz G, Kirchner R, Husinsky W, Urbassek HM and Ridenauer F, 1993: Radiat. Eff. Def. Sol.
25, in press. .

Bhaskar ND, Frueholz RP, Klimcak CM and Cook RA, 1987: Phys. R