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Preface

The Symposium on Magnetism in Metals took place at The Royal Danish Academy
of Sciences and Letters in Copenhagen on 26-29 August 1996 . The Symposium was
conceived by Allan Mackintosh with the aim of bringing together a wide group o f
international experts in the field to discuss and review recent developments an d
new perspectives in magnetism research . The Programme Committee comprise d
Allan, Leo Falicov, Jens Als-Nielsen, Ole Krogh Andersen and myself, but Allan
steered us skillfully in the choice of invited speakers . 1996 was to be the year of
his sixtieth birthday and he was proud that Copenhagen had been chosen as that
year's European Capital City of Culture . He had planned the programme, and ha d
secured generous financial support for the meeting .

Alas, it was not to be . We were greatly saddened by the death of Leo Falicov i n
January 1995 . The news of Allan's sudden death in December 1995 was a furthe r
dreadful shock for us all . We believed that Allan would have wanted us to go ahea d
with the Symposium, and Jette Mackintosh encouraged us to do so . I was asked t o
take over as Chairman of the Organising Committee : the programme was modified
to include a memorial session on the first day, but otherwise was largely as Alla n
had planned .

The splendid conference room of the Royal Danish Academy was filled with
more than 80 participants : the memorial session was a deeply moving occasion
with reminiscences and tributes to Allan from his brother Ian and son Poul, and
from some of his closest collaborators and friends, Hans Bjerrum Møller, Ole Krogh
Andersen, Jens Jensen, Kurt Clausen and myself . The Symposium continued wit h
the review talks, which are published in this volume. There were also a number of
contributions presented as posters, which are not included here . These Proceedings
begin with an obituary of Allan together with a list of his impressive range of
scientific achievements and his publications .

Allan had also arranged a comprehensive social programme for the participants .
The highlight of this was the magnificent Conference Banquet in Tivoli's Nimb
Restaurant. We also toured the historic cathedral of Roskilde and the Viking Ship
Museum before visiting Risø National Laboratory, our hosts for an excellent dinner .

The Symposium received generous financial support from the Royal Danis h
Academy of Sciences and Letters, the Carlsberg Foundation, the Novo Foundation ,
the Danish Natural Science Research Council and Risø National Laboratory, which
we gratefully acknowledge .



The success of the Conference resulted from the collective efforts of many peo-
ple . I would like to take this opportunity to thank Kurt Clausen and Ca Thi
Studinski, who looked after all the financial affairs and the organisation of the par-

ticipants, and Jens Als-Nielsen for the local arrangements at the Academy . Thanks

go also to Des McMorrow, Jens Jensen and Henrik Rønnow for transforming th e

authors' manuscripts into this volume as a permanent record of the Symposium
dedicated to Allan's memory.

Keith McEwen
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Allan Roy Mackintosh, 1936-199 5

Allan Roy Mackintosh, who died on 20 December 1995 as a result of a car acciden t
in Denmark, devoted much of his life to the study of the behaviour of electron s
in solids . He made major contributions to our understanding of the fundamenta l
electrical and magnetic properties of the rare earth metals . In Denmark, wher e
splendid traditions had been established in astronomy, atomic, nuclear and par-
ticle physics half a century earlier, Allan Mackintosh will be remembered for hi s
successful efforts in developing modern solid state physics . Through the European
Physical Society and, more recently, within the context of the European Union, h e
strove to improve the quality and efficiency of physics research through interna-
tional collaboration .

Born in Nottingham on 22 January 1936, he was educated at Nottingham Hig h
School and Peterhouse, Cambridge . His doctoral research was carried out in th e
Cavendish Laboratory, under the supervision of Sir Brian Pippard, where he inves-
tigated the Fermi surface of metals, using ultrasonic attenuation methods . It was
also in Cambridge that he met Jette, his Danish wife .

On leaving Cambridge in 1960, he became Associate Professor of Physics a t
Iowa State University. This move was to shape the direction of his future scientifi c
career . The University's Ames Laboratory had begun to make single crystals o f
the rare earth metals . The chemical properties of these elements are very similar ,
and consequently they had only recently been separated into pure form . However ,
their physical properties, particularly their magnetic behaviour, are very divers e
and were, at that time, unexplored territory for the inquisitive physicist . Allan
Mackintosh took up this challenge and soon established himself as a leading exper t
in this new field . His major contributions included the discovery (together with
his student Dan Gustafson), by an elegant positron annihilation experiment, tha t
the number of 4f electrons in cerium does not change significantly at the a-ry
transition . Showing that Ce is a 4f band metal disproved the then widely accepted
promotional model, and was an early contribution to heavy-fermion physics .

In 1963, he spent a sabbatical at the Risø National Laboratory, in Denmark,



2

	

H. Bjerrum Moller et al . MfM 45

where a new research reactor had just become operational . Danish physicists led
by Hans Bjerrum Møller were constructing a triple-axis neutron spectrometer t o
measure phonons in solids . Allan Mackintosh quickly realised the scientific poten-
tial of applying this technique to measure spin waves in the rare earth metals . Thi s
was the beginning of a most fruitful collaboration that was to contribute substan-
tially to our understanding of rare earth magnetism, and which lasted until th e
last hours of Allan's life .

In 1966, Allan Mackintosh moved permanently to Denmark and became Re -
search Professor at the Technical University, Lyngby, where he remained until
1970 . He brought with him from Ames not only precious rare earth crystals bu t
also T. L . Loucks ' relativistic APW programs for performing electronic structur e
calculations . Allan used them to demonstrate the relevance of computing Ferm i
surfaces to describe magnetic ordering . He soon taught Danish students how to
perform such calculations and asked them to compute the Fermi surfaces of the
transition metals, whose complicated d-band sheets were currently being mappe d
out by the de Haas-van Alphen technique . It had been known only since 196 4
that, unlike the localized 4f-electrons in the rare earth metals, the magnetic elec-
trons in the 3d-transition metals contribute to the Fermi surface ; the role of the
Coulomb correlation between them was a much discussed topic . Allan had a deep
understanding of the behaviour of electrons in metals, and a profound scepticism
towards oversimplified theories . Leo Falicov was his life-long discussion partner
and close friend . Allan's work not only helped to establish the boundaries of th e
usefulness of density-functional calculations for d- and f -bands systems, but als o
inspired his students to develop new computational methods .

In 1970 Allan became Professor of Experimental Solid State Physics at th e
University of Copenhagen . Soon afterwards, at the age of 35, he was appointe d
Director of the Risø National Laboratory. Prompted by the oil crisis, Denmark
had embarked on a national debate about the development of nuclear power fo r
electricity generation . In this frequently heated debate, Allan Mackintosh needed
all his diplomatic skills to steer the discussion with factual rather than emotiona l
persuasion .

After 1976, he returned to his Chair in Copenhagen, where he remained until hi s
death. He made many more important contributions to the understanding of th e
magnetism of the rare earths, which led to him being awarded (jointly with Hans
Bjerrum Møller) the prestigious Spedding Prize in 1986. He inspired and motivate d
all his collaborators and students, and his scientific papers, with their carefully
constructed prose, are a pleasure to read . The culmination of his research was
the publication (with Jens Jensen) of Rare Earth Magnetism, a superbly writte n
exposition of the subject that has already become a classic text . His achievement s
were further recognised by his election in 1991 to Fellowship of the Royal Society
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of London. In Denmark, he was made a Knight of the Dannebrog Order . He was

also a Fellow of the Royal Danish Academy of Sciences and Letters, the Danish

Academy of Technical Sciences, the Royal Norwegian Scientific Academy and th e
American Physical Society. Upsalla University awarded him an honorary doctorat e

of philosophy in 1980 .

Although research was always Allan Mackintosh's main priority, his leadershi p
skills were much in demand . His period as director of the Risø Laboratory has
already been mentioned, and from 1986 to 1989 he directed NORDITA, with it s
close connections to the renowned Niels Bohr Institute . He also played an increas-

ingly important role on the European physics scene . A strong believer in the need

for international collaboration, he was President of the European Physical Society
from 1980 to 1982 . Later, he played an important role within the EU Large Scal e
Facilities programme : he emphasised scientific excellence as the principal criterio n

for funding .

Allan Mackintosh took great pleasure in music, travelling and his comprehen-
sive collection of malt whiskies . He disguised his enjoyment of sport and physica l
activity behind a facade of feigned mediocrity . On hill-walking holidays, he divide d
his energies between humorous discourses as to the pointlessness of climbing the
next hill, and making certain that he was the first to the top . Numerous friend s
will also remember the warmth of the welcome extended to them by Allan an d
Jette at their home in Denmark .

In later years, his keen interest in the history of physics led him to investigate th e

mutual influence of Ernest Rutherford and Niels Bohr . He revealed important, but
often overlooked, achievements of less well-known scientists, such as John Vincen t
Atanasoff's key role in the invention of the computer . In one of his last papers ,

he showed the contribution of Charles Ellis to the discovery of the neutrino . It is

symbolic of his interest in the past as well as the future of physics, that he spen t
the last day of his life selecting experiments to be carried out in 1996 at Risø under
an EU - financed programme, and then gave an eloquent seminar on the discover y

of the neutrino some 60 years ago .
We have lost one of the finest physicists in magnetism and neutron scattering :

the tragic nature of Allan Mackintosh's sudden death makes this loss all the mor e

acute amongst his world-wide circle of friends and colleagues .
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Allan Mackintosh's scientific achievements

Allan worked at Iowa State University between 1960 and 1966, and became inter-
ested in the rare earths and electronic structure calculations . During this period ,
he and his students made the following main contributions :

(a) The discovery of magnetic superzones [4] .

(b) The first systematic studies of conduction-electron scattering by localize d
moments [5] .

(c) The demonstration by positron annihilation that the number of 4f electron s
in Ce does not change significantly at the a-y transition [15] . This disproved
the validity of the then generally accepted "promotional" model . Since the 4f
electrons are itinerant at low temperatures, and have very large masses, this
was one of the first contributions to heavy-electron physics. Throughout his
life, Allan returned to the problem of understanding the transition betwee n
and the duality of the itinerant and localized character of the 4f electrons i n
Ce and Pr . He motivated his former students in the field of electronic struc-
ture calculations to push the border of validity of the itinerant picture [64,80 ]
and, shortly before his death, he and his experimental colleagues succeede d
in observing in Pr a new magnetic excitation of itinerant character [79-81] .

(d) The observation of the positive or negative magnetoresistance associated wit h
changes of the magnetic structures in Ho and Dy [16], which allowed a sys -
tematic study of the effect of magnetic superzones and spin-wave scattering ,
and revealed intermediate phases, later identified as helifans [73] .

(e) The determination of the spin-wave energy gap in Tb from resistivity mea-
surements [12] . The deduced value was close to that later measured by neu-
tron scattering [39,42] .

(f) The first direct observation, by positron annihilation, and interpretation, by
electronic structure calculation, of the highly distorted Fermi surfaces in the
heavy rare earths [23] .

In 1963, Allan Mackintosh spent a sabbatical year at Risø and initiated the
study of rare earth magnetism in Denmark . On returning permanently to Europe in
1966, he began a long-lasting study, with Hans Bjerrum Møller and their colleagues ,
of the spin waves in Tb . These experiments resulted in the following advances :

(a) The first complete study of the spin-wave spectrum for any magnetic syste m
[35,42], allowing the deduction of the magnon density of states, the ther-
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modynamic properties, and the detailed form of the exchange interaction i n
reciprocal and real space, in the ferromagnetic phase .

(b) Measurements of the magnons in the helical phase, the first detailed stud-
ies of the excitations of an incommensurate system [25] . Such phasons, or
Goldstone modes, have since proved to be of interest in a number of in-
commensurate systems . From the dispersion relations, the exchange and it s
temperature dependence were deduced, clarifying the driving mechanism fo r
the helical-ferromagnetic transition .

(c) Measurement of the single-ion anisotropy parameters, distinguishing between
the crystal-field and magnetoelastic contributions [39] .

(d) Experimental demonstration of the "frozen-lattice" effect, that the energy gap
does not vanish when the hexagonal anisotropy is cancelled by a magneti c
field [39] .

The observation of anisotropic two-ion coupling [43] .

Detailed studies of the interactions of magnons with phonons [25], with mag-
netic impurities [28], with each other [42], and with conduction electrons [50] .

In recent years, Allan Mackintosh turned his attention to holmium . Together
with Jens Jensen, he explained old observations and predicted new effects. The
major results are :

(a) The discovery of the helifan structures [73] . These structures, which are stabl e
in a range of intermediate fields, have many interesting features . This work
has solved mysteries in the magnetization, neutron diffraction and transpor t
properties of Ho which have been unexplained for decades, and has excite d
wide interest .

(b) The investigation of the effects of commensurability on magnetic excitation s
[69] . They established that commensurability causes an energy gap in th e
spin-wave spectrum of Ho at q = 0, and that the dipole interaction produce s
a discontinuity in the dispersion relation, and thereby stabilizes the con e
structure at low temperatures . The long-standing mystery of the stability o f
the cone structure was thereby solved .

The culmination of Allan's research in the rare earths was the book, co-authore d
with Jens Jensen [75], which contains many predictions of new effects and sugges-
tions for experimental studies . These have given a considerable stimulus to rar e
earth research, and a number of such studies have already been initiated .

(e )

(f)
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His most recent research was in examining a possible breakdown of the standard
model of rare earth magnetism in praseodymium, where a new magnetic excitatio n

was observed [79,81] . This new form of magnetic excitation is interpreted as arising

from the dynamical response of the conduction electrons, and is thus the firs t

observed example of a propagating paramagnon .

In 1966 at the Technical University in Lyngby, Allan Mackintosh initiated what
later became a school of electronic structure calculation . He and his students were

among the first to calculate the electronic structures of transition and rare eart h

metals, and to demonstrate that the Fermi surfaces obtained with what he calle d
the standard single-particle potential, agree in detail with experimental result s

[26,27,29,37,41] . For the fcc transition metals Rh, Pd, Ir, and Pt, the excellent

agreement with the extremal areas of orbits on the Fermi surface measured vi a
the de Haas-van Alphen effect, allowed him to deduce for each orbit, the mas s

enhancement due to electron-phonon and electron-electron interactions, and thus

to provide the first reliable estimate of the spin-fluctuation enhancement in Pd [26] .

The nearly perfect agreement of the complicated Fermi surfaces obtained wit h
this Slater-exchange potential was a strong hint that the local approximation (LDA )

to density-functional formalism proposed three years earlier by Kohn and Sha m

for ab initio computation of ground-state properties might work. This motivated

Allan ' s former students to develop methods for charge- and spin-selfconsistent LD A

calculations . In 1975, as a first application, Allan Mackintosh et al . applied the

LMTO method with the standard potential to the heavy hcp transition metals [47] .

Apart from demonstrating again excellent agreement with de Haas-van Alphe n
measurements, they proved the efficiency of the new method and showed ho w

it made the complicated relativistic hcp band structures intelligible in terms o f

"canonical" s-, p-, and d-bands .

During the second half of the seventies, LDA-LMTO calculations were per -
formed for all elemental 3d, 4d, and 5d metals and the cohesive and magneti c
ground-state properties obtained ab initio were surprisingly accurate . In a review

of the electronic structure of transition metals, Mackintosh and Andersen [53] ex-
plained the LDA bands and their relation to the pressure-volume curves, the crysta l

structures, and the occurrence of itinerant magnetism . Furthermore, they reviewed

the experimental and computed Fermi-surface and optical properties . For the much
studied noble metals, Mackintosh et al . [55] investigated whether a local potentia l
exists, which will reproduce not only the experimental ground-state properties, but

also the band structures. The answer was : No, but almost .

The influence of Allan Mackintosh on the field of electronic structure calcula-
tions went far beyond the research papers he authored . He continued to provoke

and motivate his large, international electronic-structure family, but usually re -

fused to put his name on the publications . He preferred writing reviews in which



MfM 45

	

Allan Mackintosh, 1936-1995

	

7

he also pointed out what to do next [58,64,70,80] .
Allan Mackintosh also made important contributions to the history of bot h

physics [82] and computing [67,72] .

Publications by Allan Mackintos h

[1] Magnetoacoustic Effects in Lead and Tin, A.R. Mackintosh, in The Fermi Surface ,
eds . W.A. Harrison and M.B. Webb (John Wiley and Sons, New York, 1960) ,
233 .

[2] Shear Wave Attenuation in Normal and Superconducting Tin, A .R. Mackintosh ,
in Proceedings of the Seventh International Conference on Low Temperatur e
Physics (University of Toronto Press, 1960), 12 .

[3] The Electronic Structure of the Rare Earth Metals, A.R. Mackintosh, in Rare
Earth Research, eds . J.F . Nachman and C.E . Lundin (Gordon and Breach ,
New York, 1962), 272 .

[4] Magnetic Ordering and the Electronic Structure of Rare Earth Metals, A.R. Mack-
intosh, Phys . Rev. Lett . 9, 90 (1962) .

[5] Scattering of Conduction Electrons by Localized Moments in Metals, A.R. Mack-
intosh and F .A . Smidt, Phys . Lett . 2, 107 (1962).

[6] Ultrasonic Attenuation in Lead, A.R. Mackintosh, Proc . Roy. Soc . A 271, 88 (1963) .
[7] Magnetoacoustic Effects in Longitudinal Fields, A .R. Mackintosh, Phys . Rev . 131 ,

2420 (1963) .
[8] Model for the Electronic Structure of Metal Tungsten Bronzes, A.R. Mackintosh ,

J . Chem . Phys . 38, 1991 (1963) .
[9] Magnetoresistance and Fermi Surface Topology of Thallium, A .R. Mackintosh, L.E .

Spanel and R .C . Young, Phys . Rev. Lett . 10, 434 (1963) .
[10] Positron Annihilation in Liquid and Solid Mercury, D.R. Gustafson, A .R. Mack-

intosh and D .J . Zaffarano, Phys . Rev . 130, 1455 (1963) .
[11] Electronic Structure of Liquid Gallium by Positron Annihilation, D .R. Gustafson

and A.R. Mackintosh, Phys . Lett . 5, 234 (1963) .
[12] Energy Gaps in Spin Wave Spectra, A.R. Mackintosh, Phys . Lett . 4, 140 (1963) .
[13] The Thermoelectric Power in Chromium and Vanadium, A .R. Mackintosh and L .

Sill, J . Phys . Chem. Solids 24, 501 (1963) .
[14] The Fermi Surface of Metals, A.R. Mackintosh, Scientific American 209, 11 0

(1963) .
[15] Positron Annihilation in Rare Earth Metals, D.R. Gustafson and A .R. Mackintosh ,

J . Phys . Chem. Solids 25, 389 (1964) .
[16] Magnetoresistance in Rare Earth Single Crystals, A .R. Mackintosh and L.E .

Spanel, Solid State Commun . 2, 383 (1964) .
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[17] Magnetic Scattering of Neutrons in Chromium, H . Bjerrum Møller, K . Blinowski ,
A .R. Mackintosh and T . Brun, Solid State Commun . 2, 109 (1964) .

[18] Interaction of Long Wavelength Phonons with Electrons, A.R. Mackintosh, in
Phonons and Phonon Interactions, ed . T .A . Bak (W.A. Benjamin, New Work ,
1964), 181 .

[19] Open-Orbit Resonances in Tin, R.J . Kearney, A.R. Mackintosh and R .C . Young ,
Phys . Rev . 140, 1671 (1965) .

[20] Inelastic Scattering of Neutrons in Chromium, H . Bjerrum Møller and A.R. Mack-
intosh, in Inelastic Scattering of Neutrons (IAEA, Vienna, 1965), Vol .I, 95 .

[21] Antiferromagnetism in Chromium Alloy Single Crystals, H. Bjerrum Møller, A.L .
Trego and A .R. Mackintosh, Solid State Commun . 3, 137 (1965) .

[22] Observation of Resonant Lattice Modes by Inelastic Neutron Scattering, H . Bjer-
rum Møller and A.R. Mackintosh, Phys. Rev. Lett . 15, 623 (1965) .

[23] Positron Annihilation and the Electronic Structure of Rare Earth Metals, R.W .
Williams, T .L . Loucks and A .R. Mackintosh, Phys . Rev. Lett . 16, 168 (1966) .

[24] Antiferromagnetism in Chromium Alloys . I. Neutron Diffraction, W.C . Koehler ,

R.M. Moon, A .L. Trego and A .R. Mackintosh, Phys . Rev. 151, 405 (1966) .
[25] Magnetic Interactions in Rare Earth Metals from Inelastic Neutron Scattering, H .

Bjerrum Møller, J .C. Houmann and A .R . Mackintosh, Phys . Rev . Lett . 19 ,
312 (1967) .

[26] Fermi Surfaces and Effective Masses in FCC Transition Metals, O . Krogh Andersen
and A.R. Mackintosh, Solid State Commun. 6, 285 (1968) .

[27] Electronic Structure of Rare Earth Metals II. Positron Annihilation, R.W. Wil-
liams and A .R. Mackintosh, Phys . Rev . 168, 679 (1968) .

[28] Magnetic Interactions in Tb and Tb-10% Ho from Inelastic Neutron Scattering ,

H. Bjerrum Møller, J .G. Houmann and A .R. Mackintosh, J . Appl . Phys . 39 ,
807 (1968) .

[29] Energy Bands and Magnetic Ordering in Terbium. A.R. Mackintosh, Phys . Lett .
28A, 217 (1968) .

[30] Antiferromagnetism in Chromium Alloys. II. Transport Properties, A.L. Trego
and A.R. Mackintosh, Phys . Rev . 166, 495 (1968) .

[31] Investigation of Localized Excitations by Inelastic Neutron Scattering, A .R. Mack-
intosh and H. Bjerrum Møller, in Localized Excitations in Solids, ed . R.F .

Wallis (Plenum Press, New York, 1968), 721 .
[32] The Fermi Surface, A .R. Mackintosh, in Theory of Condensed Matter (IAEA ,

Vienna, 1968), 783 .
[33] Neutron Scattering Conference Summary, A .R. Mackintosh, In Neutron Inelastic

Scattering (IAEA, Vienna, 1968), Vol .I1, 243 .
[34] Electronic Structure and Magnetic Excitations in Rare Earth Metals, A.R. Mack-

intosh, in Magnetism in Metals and Alloys, Kjeller Report KR-132 (1969) .

8



MfM 45

	

Allan Mackintosh, 1936-1995

	

9

[35] Exchange Interactions in Rare Earth Metals, H. Bjerrum Møller, M. Nielsen and
A.R. Mackintosh, in Les Eléments des Terres Rares (CNRS, Paris, 1970) Vol .I1 ,
277 .

[36] Magnon Interactions in Terbium, M. Nielsen, H . Bjerrum Møller, and A .R. Mack-
intosh, J . Appl. Phys . 41, 1174 (1970) .

[37] Electronic Structure and Phase Transitions in Yb, G . Johansen and A.R. Mack-
intosh, Solid State Commun . 8, 121 (1970) .

[38] Crystal Fields and the Magnetic Properties of Pr and Nd, T. Johansson, B . Lebech,
M. Nielsen, H . Bjerrum Møller, and A .R. Mackintosh . Phys . Rev. Lett . 25 ,
524 (1970) .

[39] Magnetic Anisotropy in Rare Earth Metals, M. Nielsen, H. Bjerrum Møller, P.A .
Lindgård and A.R. Mackintosh, Phys . Rev. Lett . 25, 1451 (1970) .

[40] Magnetism in the Light Rare Earth Metals, A .R. Mackintosh, J . Phys . (Paris) 32 ,
C1-482 (1971) .

[41] EIectrons and Spin Waves in Heavy Rare Earth Metals, A .R. Mackintosh, Critical
Reviews in Solid State Sciences 3, 165 (1972) .

[42] Spin Waves, A.R. Mackintosh and H . Bjerrum Møller, in Magnetic Properties of
Rare Earth Metals, ed . R.J. Elliott (Plenum Press, London, 1972), 187 .

[43] Anisotropic Coupling between Magnetic Ions in Terbium, H . Bjerrum Møller, J .G .
Houmann, J . Jensen, and A .R. Mackintosh, in Neutron Inelastic Scattering
(IAEA, Vienna, 1972), 603 .

[44] High Field Magnetization of Light Rare Earth Metals, K.A. McEwen, G.J . Cock ,
L .W . Roeland and A.R. Mackintosh, Phys . Rev. Lett . 30, 287 (1973) .

[45] Mechanisms of Magnetic Anisotropy in Rare Earth Metals, A.R. Mackintosh, i n
Magnetism and Magnetic Materials - 1972 (AIP, New York, 1973) .

[46] Magnetic Excitations and Magnetic Ordering in Praseodymium, J .G . Houmann ,
M. Chapellier, A .R. Mackintosh, P. Bak, O .D . McMasters and K .A . Gschnei-
duer, Phys . Rev. Lett . 34, 587 (1975) .

[47] Electronic Structure of hcp Transition Metals, O . Jepsen, O . Krogh Andersen and
A.R. Mackintosh, Phys . Rev. B 12, 3084 (1975) .

[48] The Magnetism of Rare Earth Metals, A.R. Mackintosh, Physics Today 30, 2 3
(1977) .

[49] Central Peaks and Soft Modes in Praseodymium, J .G. Houmann, B . Lebech, A .R.
Mackintosh, W .J .L. Buyers, O.D. McMasters and K.A. Gschneidner, Physica
86-8813, 1156 (1977) .

[50] Magnon Lifetimes in Terbium at Low Temperatures, H. Bjerrum Møller and A.R .
Mackintosh, J . Phys . (Paris) 40, C5-28 (1979) .

[51] Magnetic Excitations in Praseodymium, J .G. Houmann, B .D . Rainford, J . Jensen,
and A.R. Mackintosh, Phys . Rev. B 20, 1105 (1979) .
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[52] Magnetic Excitations in Rare Earth Systems, A.R. Mackintosh, J . Magn. Magn .
Mater . 15-18, 326 (1980) .

[53] The Electronic Structure of Transition Metals, A .R. Mackintosh and O . Krogh
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Developments in Magnetism
Since the Second World War

R. J . Elliott
Department of Physics, Theoretical Physics ,

1 Keble Road, Oxford, England .

1 Introduction

I was given this task by Allan Mackintosh . Against his unique combination o f
charm, wit, and determination it was impossible to refuse . Only later when I
realised the size of the task did I begin to wonder why his choice had fallen o n
me. In looking back I found that Casimir had expressed my sentiments precisely
at the beginning of a talk he had given 20 years ago . He said "as a young physicist
I regarded an interest in the history of physics as an unmistakable sign of either
incompetence or beginning senility. Today I am inclined to regard a lack of interest
in the history of our science as a mark of deplorable immaturity" . But, perhaps
unfairly, I began to suspect that Allan had some deeper motive . As we all know his
tremendous curiosity and energy had recently led him to take an interest in, an d
write articles about, some aspects of the history of science . I believe that Allan
had something special he wanted to tell us about the development of magnetism ,
and I was the straw man who was introduced to set the scene .

Alas, we shall never know what Allan had in mind . You are left with only
my dry bread for the sandwich and the spicy filling that he would have provided i s
missing . Such feelings of loss spread far beyond the subject of this talk . For 30 years
I have talked physics with him, and together we have watched and contributed t o
the development of our understanding of the rare earths . In recent years, because of
other distractions, these meetings have been less frequent but he remained a goo d
friend - one of the few people of whom one could honestly say that you were reall y
pleased to see him whatever the circumstances . All our lives, and our subject, hav e
been made irretrievably the poorer by his death .
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2 Background

Turning to the subject it was necessary to find some definition which would restric t

the topic to manageable proportions . I decided to define "Magnetism" as the

material covered in the regular International Conferences on Magnetism whic h

have been held every 3 years since Grenoble in 1958 to the 13th of the series i n

Warsaw in 1994 . The proceedings of these meetings are listed in the References

(Proc. I .C.M., 1959, 1962, 1964, 1968, 1971, 1974, 1977, 1980, 1983, 1986, 1988 ,

1992, 1995) . Although not technically part of the sequence there were two earlie r
meetings with a similar format in 1950 also in Grenoble (Colloque Int . de Ferro

et Antiferromagnetisme, 1951) and in 1952 in Maryland (Magnetism Conference ,

1953) . These were landmarks in the development of the subject because the change s
brought by the war, both in new techniques like magnetic resonance and neutro n

diffraction, and also in the greatly increased support for research in this area, were

already being felt . These changes can be thrown into sharp relief by compariso n

with the only other major international conference of this type ever held, that in
Strasbourg in May 1939 (Le Magnetisme, 1940) .

To be complete there had been one other major international conference de-
voted to Magnetism at an earlier date, the Solvay Meeting of 1930 (Le Magnetisme ,
1932), but I do not think we ordinary mortals would have recognised it as such ,

although I believe we would have been at home in all the later meetings . Only

about a dozen papers were presented to the Solvay Conference but the roll-cal l

of participants sounds more like that for a scientists Valhalla . It included Bohr
and Einstein, Heisenberg and Dirac, Sommerfeld and Pauli, Fermi and Kapitza a s

well as Langevin, Weiss, Zeeman and van Vleck . The actual papers seem muc h
more prosaic. It is hard for us to understand the enormous leaps of comprehensio n
which were necessary to apply the new quantum mechanics . But after its dramatic

success in atomic physics, magnetism proved one of the most fruitful areas of appli-

cability. van Vleck's book "The Theory of Electric and Magnetic Susceptibilities "

(van Vleck, 1932) and Stoner's "Magnetism and Matter" (Stoner, 1934) remain
classics to this day.

In 1939 the fundamental ideas which underpin our understanding of magneti c

phenomena today were largely in place . The Strasbourg conference of that year wa s
able to look back also to the triumphs of the classical era . Weiss was its Chairman

and although Langevin was too ill to attend his comments on the development

of magnetism during the preceding 50 years were included in the paper by hi s
colleague Bauer . Langevin's work at the turn of the century (Langevin, 1905 )
on diamagnetism and paramagnetism, and his derivation of the famous formul a

of the magnetisation of an assembly of classical magnetic dipoles had, togethe r

with Curie's empirical law (Curie, 1895) for the susceptibility, proved a significant
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milestone in our understanding of magnetic materials . Weiss' brilliant concep t
of the molecular field not only provided a basic understanding of ferromagnetis m
but gave us a prototype theory for all phase transitions . In spite of red herrings
like the existence of a fundamental (Weiss) magneton, quantum mechanics no w
provided a sound basis for the explanation of these phenomena while at the sam e
time removing many of the difficulties which had become apparent in the detaile d
application of classical theory, particularly to magneto-optic effects .

One of the most bizarre of these was Miss van Leeuwen's theorem (van Leeuwen ,
1921) which demonstrated that in classical statistical mechanics the magnetic sus-
ceptibility must be zero. (Bohr in his 1911 dissertation had already gone som e
way towards a similar result) . The reason why Langevin's formula violated thi s
theorem, while giving the physically correct result, lay in his assumptions about
fixed magnetic dipole moments which were at variance with the strictly classica l
conditions .

In 1939 several papers were presented giving detailed properties of paramagneti c
salts using both static and optical measurements while Simon and Casimir discussed
their use in adiabatic demagnetisation . Néel gave a paper on antiferromagnetis m
and there were references to other types of magnetic order . Kramers discussed
both crystal fields and exchange for magnetic ions in insulators . The difficulty in
understanding the most important of all magnetic materials, ferromagnetic iron
remained much to the fore and Mott 's paper on "Recent Progress and Difficulties
in the Electron Theory of Metals" was a prototype of many more to come .

Two articles discussing the history of the development of magnetism have ap-

peared in recent years as part of the International Project on the History of Soli d
State Physics (Keith and Quédec, 1992) and in the Institute of Physics compre-
hensive history of 20th Century Physics (Stevens, 1996) .

3 Post-war growt h

At the first post-war conference in Grenoble in 1950 there were 49 contribute d
papers and by the first ICM in that City in 1958 the number had grown to 78 .
The next time ICM met in Grenoble in 1970 the number was approaching 500 ;
it passed a thousand in Paris in 1988 and was almost 2000 in Warsaw in 1994 .
The growth shown in Fig . 1 is not quite exponential but is highly non-linear . At
various times there have been attempts to analyse the growth of different aspect s
of the subject . Figs . 2 and 3 show the distribution between nine rather arbitrar y
groups of topics made in 1979 and 1985 . It is in practice rather difficult to define
meaningful categories and to allocate all papers between them .

The rise and fall of some topics is clearly shown, but others are hidden within
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Figure 1 . Numbers of published papers at the International Conferences on Mag-
netism - together with three earlier meetings . The latter are on an enhanced (x 10)
scale .

their broader allocation. Perhaps the most dramatic is the rise in interest in dis-
ordered spin systems in the 1970's . Until that time, apart from metallic alloying ,
efforts had concentrated on studying systems which were as pure and regular a s

possible . This new upsurge of research was partly driven by widespread interest i n

the newly defined concept of a spin glass . A similar rise in research into phase tran-

sitions and in particular into critical phenomena also occurred across this period a s
improved theories using the renormalisation group, and much more accurate exper -
iments became possible . On the other hand the upsurge of interest in mixed valent
and heavy fermion systems, or the impact of new techniques like the Mössbauer
effect are less obvious in the numbers .

Throughout the period practical uses of magnetic materials have, of course ,

attracted the attention of the research community . The improved understandin g
of magnetic domains extensively described by Bozorth (Bozorth, 1951, see als o

Colloque Int . de Ferro et Antiferromagnetisme, 1951) has allowed great improve -
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ment in the performance of permanent magnets for electric motors, generators ,
loudspeakers, etc ., and of soft magnetic materials for transformers and inductors .

In addition the technology of tape recording has been dramatically improved al -
though the basic principles remain unchanged . Attempts to use magnetic materials
for data storage has, however, largely lost out to semiconductor materials so that
the study of ferrites and garnets which was such an important feature in the 50's

and 60's has been attenuated after that period . As a result of these fluctuating

fortunes for industrial application the proportion of papers submitted to ICM from

industrial laboratories has reduced over the years .

It is almost impossible to know where to start to summarise all this effort .

Since this is a conference about Magnetism in Metals I should certainly give that

area attention, although it was not in my brief to confine myself to that field . I

therefore propose to discuss first the development of our understanding of magneti c

insulators, in order to highlight the differences between them and the metals . After

that I shall pass to metallic systems with particular reference to the transitio n
metals and finally to the rare earths . I make no apology for emphasising the latter

since their properties reflect both those of insulators and metals, of localised an d
itinerant electrons. They also provide a thread of my own Odyssey through thes e
years - I attended many of the ICM Meetings starting with Maryland in 195 2

where I went as a newly graduated D .Phil on my way to a post-doc in Berkeley

with Kittel, but they also provide a thread for my longstanding contacts with Allan

Mackintosh who was also to be found at these meetings from 1964 onwards . I met
him in Warsaw in 1994 and know he was planning to attend the meeting in 1997 .
His book with Jens Jensen "Rare Earth Magnetism : Structures and Excitations"

(Jensen and Mackintosh, 1991) summarises much of our knowledge of the Rar e
Earths which has been accumulated since the war .

4 Insulators

As has been said the basic properties of the insulating salts of the 3d transition
metals and the rare earths were broadly understood by the beginning of the perio d
under review, and similar compounds from the 4d and 5d series, together with
the actinides, could also be accounted for by extensions of the basic model . In its
simplest form this regarded the transition metal ion as an isolated entity interacting

with its surroundings only by a crystalline electric field derived from the Coulom b
forces of the charges on the surrounding ions . In the case of the rare earths the 4f
electrons lay inside the outer shells and hence experienced only a weak field . As a

result their magnetic properties closely resembled those of the free ions, although

significant changes were observed at low temperatures due to the splitting of the
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spin-orbit multiplets with total angular momentum J by the field . However, th e

salts of the transition metals usually exhibited a spin-only magnetic moment . Here ,
the larger crystalline field was believed to split the energy levels of the lowest

Russell-Saunders multiplet so that the degeneracy arising from the total angular
momentum L was removed while the degeneracy from the total spin S remained .
The actual splitting depended on the nature of the field but the lowest level wa s

normally a singlet since any symmetry induced degeneracy was expected to b e

split by the spontaneous distortion of the Jahn-Teller effect (Jahn and Teller ,

1937 ; van Vleck, 1939 ; Ham, 1968) .
This picture was confirmed by detailed experimentation in the 1950's when ,

in particular, paramagnetic resonance allowed detailed investigation of the low -
est lying states . Originally pioneered by Zavoisky it was brought to maturity b y
Bleaney and his group in Oxford (Abragam and Bleaney, 1970) using higher fre-

quency microwave sources derived from the wartime radar programme . This wor k
was assisted by parallel theoretical developments . It was Bloch (1946) who had first
written down the equations governing the motion of spins driven by an oscillatin g

field which gave the underlying description not only of this phenomenon but tha t

of nuclear magnetic resonance which was to become even more ubiquitous . While
its impact in chemistry and beyond has been far greater than that of paramagnetic

resonance, it has been more peripheral to the development of magnetism as defined

in this talk . It is therefore one of the many topics which must be excluded .
The Bloch equations emphasised the importance of relaxation times in deter-

mining the conditions under which resonance could be observed and identified two

times, spin-spin relaxation giving the time for the magnetic systems to reach equi-
librium, and spin-lattice relaxation giving the time for the magnetic system t o
come into equilibrium with the heat bath . Gorter and others had also emphasise d

this problem in connection with adiabatic demagnetisation and van Vleck gave

detailed treatments of both phenomenon (see Abragam and Bleaney, 1970) .
One of the new features of paramagnetic resonance, first observed by Penrose in

1949 before his untimely death, showed that in dilute crystals hyperfine structur e

due to the interaction between the magnetic electrons and the nuclear spin could
be observed. Observations of these fields at the nucleus were later to be extende d

using the Mössbauer effect to materials like ferromagnetic metals (Frauenfelder ,
1962) .

These detailed experiments rapidly demonstrated the shortcomings of the sim-
ple crystal field model . It was obvious from a chemical point of view that the

d-electrons were involved in covalent bonding with the surrounding ions . It was

therefore preferable to regard the transition metal ion and its surrounding ligands
which were usually arranged in an octahedral form, as a single complex molecule .
The unpaired magnetic electrons occupy antibonding states of the complex with



MfM 45

	

Developments in Magnetism Since the Second World War

	

2 1

wave functions concentrated on the magnetic ion but with significant overlap o n
to the neighbouring ligands (see Fig . 4) . This model was essential for the 4d an d
5d systems in order to predict the correct ground state . The spatial extent of the
magnetic electrons was further confirmed by the clever experiments of Feher an d
others (Feber, 1956 ; see also Abragam and Bleaney, 1970) who showed by ENDOR
that they could measure the hyperfine field at the nuclei beyond the initial shell .

E d

Q

z3
Eé

i

dj .

	

Q

z+--

dxs

	

*x

E d

(b )

Figure 4 . Schematic representation of bonding between d orbitals of two differen t
symmetry types and s - p orbitals on a single ligand . A symmetric combination
of these orbitals on the six octahedral neighbours gives bonding and antibondin g
states with relative energy E* .

Further complications were revealed by a detailed study of the hyperfine inter -
action on the magnetic ion . The most striking effect occurred in Mn++ ions wher e
the 3d 5 configuration has an 6 S5 ground state which should give zero magnetic
field at the nucleus . The large observed result was interpreted by Abragam and
Pryce (see Abragam and Bleaney, 1970) as due to admixture of s wave function s
which had a density at the nucleus and hence a hyperfine interaction through th e
contact term .

Thus, although the general behaviour of the energy levels of the paramagneti c
ion could be interpreted on the crystal field model, in particular using the symmetry
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reflected there, the actual situation was much more complicated and the values o f
the parameters such as the crystal field splitting itself and the g-factors which gav e
the Zeeman splitting, together with the hyperfine coupling terms could not easil y
be calculated from simple models . These parameters were often summarised by a
spin Hamiltonian . For example the lowest energy levels of a divalent manganes e
ion in many salts can be described as follows (S = 5/2 )

7l = ~H •g S +D[3Sz -S(S+ 1)] +F[SI +Sÿ-{- Sz - (1/5)S(S+ 1)(3S(S + 1) - 1) ]

+S

	

I,

where g and A are tensors with axial symmetry while the D and F terms reflec t
the residual results of the crystalline field .

This phenomenological model of the low lying energy states of an isolated para -
magnetic ion was further extended by consideration of the exchange interaction
between pairs of such ions . Exchange interactions between electrons within an
atom were already well understood and detailed calculations were well known i n
diatomic molecules such as 112 . In an attempt to find a better analogy for th e
magnetic systems Slater had made an exhaustive investigation of 0 2 which has a
S = 1 ground state (Magnetism Conference, 1953) . But detailed calculations fo r
the magnetic systems were more difficult to make for detailed comparisons with th e
experimental results which became available from a variety of sources . Heisenberg
and Dirac had pointed out that the effect of exchange between two atoms with spin
S but no orbital degeneracy could also be written as a spin Hamiltonian

~l = -2J(1, 2)S(1) • S(2) ,

where the sign is conventional so that positive J leads to a preferred parallel align -
ment . In most cases J turns out to be negative . Also residual orbital effects lead t o
anisotropy so that J becomes a tensor and 71 = -2S(1) • J(1, 2) • S(2) . An extrem e
model which is simpler for theoretical investigation is the Ising mode l

~L = -2I(1,2)Sz(1)S,z(2) .

Sometimes direct information on J can be obtained from isolated pairs such a s
occur naturally in copper acetate (Abragam and Bleaney, 1970) . In a more norma l
crystal with a periodic array of magnetic ions the sum of the pairwise interaction s
leads to a well defined magnetic order .

The magnetic neutron diffraction experiments of Shull and colleagues (1951 )
showed for the first time the details of the antiferromagnetic order predicted b y
Néel, from which values of the exchange interactions could be derived . It was clear
that the largest interaction came not necessarily between those ions which were
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closest as a direct overlap of d wave functions would suggest, but between thos e
ions which had a bridging ligand (see Fig . 5) . Thus the overlap of the magneti c
electrons onto the neighbouring anions was crucial in explaining the origin of th e
exchange interaction as discussed originally by Kramers and subsequently devel -
oped by Anderson (1950, 1963) and others . It was given the name of superexchang e
and again it was possible to explain the results phenomenologically by assuming an
exchange interaction which was largely isotropic of the Heisenberg type though it
also contained some elements of anisotropy . However, fundamental first principl e
calculations of the value of these exchange parameters proved extremely difficult .

Figure 5 . Antiferromagnetic order in MnO . The most strongly coupled spins ar e

antiparallel and have an intervening oxygen ion .

Further information about the detailed value of the exchange parameters be -
came available with experiments which measured the low energy excitations of th e
ordered magnetic systems . These spin waves which were originally postulated fo r
ferromagnets by Bloch (1930), had been discussed in the antiferromagnetic struc-
tures by Kittel and others (Keffer, 1966) . Those excitations with wave vector k = 0
could be observed by resonance techniques but gave limited information . With the
use of the triple axis neutron spectrometer developed by Brockhouse it becam e
possible to observe the spectrum of spin waves across the Brillouin zone and derive
the values of the exchange parameters directly from them (see Fig . 6) .

One of the other areas which was developed extensively in the 1960's was the
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Figure 6 . A remarkable example of the complete spin wave spectrum of Gd . (afte r
Koehler et al ., 1970) .

theoretical and experimental study of the thermodynamic properties of these co -
operatively coupled spin systems. The Weiss molecular field theory gave an overal l
description containing a high temperature paramagnetic phase where the suscep-
tibility was given by the Curie-Weiss law, a transition temperature below which
the magnetic order appeared and grew continuously to saturate at T = 0 . Expan-
sion of the thermodynamic functions in power series of (1/T) gave a more detaile d
treatment of the high temperature phase (Domb and Green, 1974), while study o f
the excitations such as spin waves gave a description at low T . In the case of the
Ising model, where the low temperature parameter is exp(-J/T) it was possibl e
to obtain many terms in both expansions, but for the Heisenberg model even th e
first few terms required a remarkable tour de force (Dyson, 1956) . Much effort
was expended on extrapolating these expansions towards the singularity which oc -
curred at the transition temperature where fluctuations are important (Fig . 7) .

The introduction of renormalisation group methods (see Fisher, 1974) allowed a
detailed treatment of this singular critical region and magnetic systems proved t o
be the most appropriate experimental testing ground for these theories . The non-
classical behaviour in the region of the critical temperature is more pronounce d
in low dimensional arrays and so two-dimensional magnetic systems have been ex-
tensively studied. In one dimension the fluctuations dominate and no transitio n

o 0. 50 .2
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Figure 7. An early representation after Néel in Le Magnetisme (1940) of "effect de s
fluctuations du champ moléculaire . . ." At T -4 To(= ®f) the critical effects giv e
X -1 (T - Te) 7 with ry > ryo = 1 and r„ (Tc -T) .6 with 0 < ßo = 1/2 wher e
Qo> lo are the mean field values .

occurs although interesting effects occur as T -+ O .
Thus the standard model of individual magnetic ions described basically i n

terms of their atomic d and f electrons but having some overlap into orbitals on
neighbouring ions, and interacting with neighbours through an exchange inter-
action mediated via that overlap, was developed to give a full and sophisticate d
description of the magnetic properties of insulators . Its spectacular success tended
to divert attention away from the fundamental assumptions which went into th e
model, which some workers found difficult to accept . This was particularly true fo r
those who came from groups which focussed their attention on understanding th e
magnetism of the transition metals . Here it was clear, looking no further than th e
saturation moment of Ni at 0 .6 PB, that an assembly of paramagnetic ions could
not provide a satisfactory description . Such work started naturally from band the-
ory where the conduction electrons occupied, to a first approximation, independen t
states which covered the whole crystal . The answer, of course, lay in the correlatio n
energy brought about by the interaction between the electrons . At the 1952 con-
ference there was an extended and heated discussion summarised by Smoluchowsk i
(Magnetism Conference, 1953) . [Although not recorded there it included, if my
memory serves me correctly, an extensive discussion of the rhetorical question -
why is NiO an insulator? It has an odd number of electrons per unit cell and henc e
cannot have an integral number of filled bands. The doubling of the size of uni t
itself from antiferromagnetic order is not relevant since the conductivity does no t
change at the transition temperature . The answer lies in the energy penalty whic h
is required to change a pair of Ni 2+ ions into Ni+ and Ni3+ .] In the standard mode l
of insulator magnetism it is assumed that this correlation energy is so great that al l

3
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such states can be ignored, while at the other end of the scale simple band theor y
of non interacting electrons assumes that there is no energy penalty at all . Clearly
the true situation lies between but because it is so difficult to deal with much of
the early period involved discussion between workers who began from one extrem e
or the other and were unable to meet in the middle .

5 Transition metals

As early as 1934 Stoner (1934) had shown that a plausible model of ferromagnetis m
in Ni and Fe could be made by introducing the Weiss molecular field into a simpl e
band theory and, moreover, by appropriate choice of parameters it could accoun t
non integral saturation moments . This idea was made more realistic by Mott an d
others by the introduction of both s and d bands which were hybridised, whil e
the relevant exchange interaction was assumed to act on the d components . These
ideas could account to a large extent for the properties of alloys as systematised i n
the Slater-Pauling curves (see Fig . 8) . Attempts to calculate the exchange energy
were confined to the Hartree-Fock method using simplified concepts introduced b y
Wigner and others to allow for the fact that the exclusion principle kept electron s
of like spin at a greater distance than those of opposite spin . This helped increas e
the ferromagnetic component of exchange . After the war calculations of band
structure gradually improved with the increase in computer power, but even the n
calculations of the exchange energy were difficult and unreliable even in respect
of the sign . The situation was further complicated by the discovery that Cr had
a small antiferromagnetic moment while Mn also showed unusual magnetic orde r
patterns (Wilkinson et al ., 1962) .

Furthermore, the new experimental techniques were providing informatio n
which it was easier to interpret in terrns of localised moments, similar to thos e
in insulators, than from the simple band theory . Neutron diffraction revealed mo-
ment distributions in both elements and alloys which were similar to those observe d
in salts while spin waves observed initially by ferromagnetic resonance in films an d
then by inelastic neutron scattering were also found to have properties similar t o
those in insulators (Lowde, 1956 ; Seavey and Tannenwald, 1958) . Moreover, the
behaviour characteristic of localised moments persisted in the fluctuations whic h
were observed around the transition temperature and above . This lead to som e
further controversy between those theoreticians who approached the problem from
opposite . ends. It was clear that a better treatment of the correlation energy was
needed and various models were put forward to try to bridge the gap . van Vleck
suggested that this could be achieved by restricting the configurations of the d -
electrons allowed on each atom but a specific formulation of the problem which
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Figure 8 . The Slater-Pauling curve of the saturation magnetisation in transitio n
metal alloys plotted as a function of electron concentration which can be broadl y
interpreted in terms of band filling (after Bozorth, 1951) .

allowed detailed evaluation was lacking. Zener (1951) proposed that it was th e
interaction between the conduction electrons and the d-shells which was mainl y
responsible for ferromagnetism .

The first major step in resolving this dilemma came from the study of the fre e
electron gas without specific reference to magnetism. The use of diagrammatic
techniques in many particle physics began in the early 1950's soon after thei r
introduction into field theory. Using Feynmann diagrams and the Greens functio n
methods of Schwinger the theory of the homogeneous electron gas was worked ou t
by many contributors during the period 1957-8 (Mahan, 1981) . Very crudely, th e
main understanding derived from this was that the long range Coulomb interactio n
gave rise to collective excitations, the plasmons, at high frequency leaving a ga s
of effectively free particles with a Fermi distribution and a residual short rang e
screened interaction which resulted in both a further direct and an exchange energy.
The low frequency excitations of this system could be regarded as the promotio n
of quasi particles across the Fermi surface giving rise to what has been describe d
as a Fermi liquid .

The second important step was to concentrate on electrons in bands, as oppose d
to free electrons, interacting via the short range screened interaction . A great deal
was clarified by the Hubbard model (Hubbard, 1963, 1966) which used a singl e
band with electrons in orbitals which were localised around each site (Wannie r
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functions) . If the residual interaction was of sufficiently short range that it wa s
confined to a single atomic site its only component coupled electrons of opposit e
spin since electrons of the same spin were forbidden by the exclusion principle . The
simple Hubbard Hamiltonian takes the form

= E [t(8)a)a(t+å) + UnQ(e)n-a(e)1 ,

where aå (e) creates an electron on site e with spin a and na (e) = aQ (t)a,(e) is
the number of such electrons . This has two essential parameters, the band width
determined by t and the interaction energy U . A somewhat more realistic model
was proposed by Anderson (1961), included both s and d electrons which wer e
hybridised while the interaction energy was assumed to act only between the d-
electrons . Here

E da ndv(e ) + UQ,indQ(e)nda,(e) + E Es( k)as ( k ) as(k)
k

+ EAsd ,(k)e ik .$(B) [as ( k)ado(e) + ada ( e ) as(k )] ,
kC a

where e s (k) are the band energies of the s electrons and A(k) gives the hybridis-
ation. By a number of innovative techniques Hubbard obtained approximate so -
lutions to this problem which showed that if t/U was small, i .e . U was large, a n
insulator was obtained with an effective exchange interaction in the form t 2 / U
When U was small the system was effectively still a Fermi gas .

Further evaluation of this model showed that it predicted both individual parti-
cle excitations across the Fermi surface and between the Fermi surfaces of differen t
spin, as well as collective excitations in the form of spin waves . It therefore pro-
duced, from a single model, properties which were thought to be typical of bot h
the extreme localised and band models . This was important because it was show n
(Gold et al ., 1971) by de Haas-van Alphen measurements that the ferromagneti c
metals did indeed show Fermi surfaces and that these were different for the two spi n
types. These detailed measurements required further refinement of the band struc-
ture calculations but with the rapid evolution of improved numerical technique s
reasonable agreement between theory and experiment has been obtained .

A thorough discussion of all aspects of this problem was given by Herring (1966 )
in his book entitled "Exchange Interactions Among Itinerant Electrons" . In par-
ticular he reviews the controversy of the itinerant versus localised spin models o f
ferromagnetic metals and the experimental properties which require explanation .
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6 Rare earth metal s

The study of the magnetism of the rare earth metals has proved one of the mos t
interesting and satisfying topics of the post-war years . In the 1930's it had been
established that these materials showed, at room temperature, a paramagnetism
similar to their salts but that things were much more complicated at low temper-
atures . In particular gadolinium had been found to be ferromagnetic below roo m
temperature . After the war the topic was boosted by the availability of relativel y
pure elements obtained by improved separation techniques by Spedding and hi s
colleagues at Ames . But the real breakthrough came in 1960 when Koehler an d
Wollan showed by neutron dif fraction (Koehler et al., 1961) that these materials
displayed a wealth of interesting types of magnetic order which had hitherto bee n
unexpected . The heavy metals Gd-Tm showed various magnetic phases wher e
components of the magnetisation varied sinusoidally as one moved from layer to
layer along the c axis to give simple helices in Tb, Dy, a cone in Er, and longi-
tudinal wave in Tm (Fig . 9) . Moreover, these phases changed as the temperature
was lowered in a way which appeared to be controlled by magnetic anisotropy . At
high temperatures the wave vector q of the wave varied continuously and was in-
commensurate with the lattice dimension, at lower temperatures the system locke d
in to commensurate structures . There was also a distortion reflecting the crys-
tallographic symmetry and a tendency towards ferromagnetic order at the lowes t
temperature . The magnetic moments were, by and large, those expected for the
free ions .

Later experiments elucidated the more complex orderings found in Pr, Nd, and
to some extent in Sm. Here the q of the modulation was parallel to the basal
plane and had three equivalent axis arising from the hexagonal symmetry . Further
complications were induced by the double hexagonal close packed crystal structur e
which gives two types of ionic site . The elements at the ends and in the middl e
of the series were anomalous because it was energetically preferred to change th e
f configuration to a full shell in Lu and a half filled shell in Eu . Ce proved eve n
more interesting since it exists in two phases which broadly correspond to th e
configuration for f° and for f 1 .

The essential outlines of this remarkable behaviour could be broadly understoo d
on the basis of a "standard model" (Jensen and Mackintosh, 1991) in which th e
magnetism was carried by the f electrons which were strongly correlated so tha t
the configuration was fixed . As in the salts these were subjected to a crystal
field reflecting the symmetry of the surroundings . In the heavy rare earths thi s
was predominantly axial with a smaller hexagonal component . The many electron
nature of the atomic fn wave functions meant that for a charge distribution whic h
energetically favoured a quadrupole moment for the electron cloud which lay in the
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Figure 9 . Simple magnetic structures found in the heavy rare earth metals . The

moments within each hexagonal layer are parallel and these may be arranged to giv e

a ferromagnet, helix, cone and longitudinal wave respectively . In real systems thes e

are distorted at lower temperature by anisotropy and phase pinning effects .

equatorial plane, the preferred direction of the moments would change from planar
to axial between Ho and Er as observed in the magnetic structures . The hexagona l
component was responsible for the distortion of the simple helical patterns as th e
temperature was lowered .

The results suggested that hybridisation between the f electrons and the s -
d conduction bands must be small and the main candidate for the origin of the
exchange interaction was the polarisation of this conduction electron cloud . Ru-
dermann and Kittel (1954) had shown earlier that the most important couplin g
between nuclear spins in a metal was of this form and the idea had been extended
by Kasuya (1956) and Yosida (1957) to magnetic d and f electrons . In order t o
favour the observed magnetic ordering it was necessary that the spin susceptibilit y
of the electron gas should peak not at q = 0 which would favour ferromagnetism o r
at the q for a zone boundary which would favour antiferromagnetism but at som e
intermediate point . This would be facilitated if there was nesting of the Ferm i
surface where two or more areas were parallel . Over the years calculations of th e
band structure of these materials have improved to a point where such propertie s
are plausibly predicted Freeman (1972) .

Further details of the relevant parameters were evaluated by other methods ,
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notably the observation of spin waves and the effects of strong applied magneti c
fields . These required a number of refinements including anisotropic exchange an d
magnetostrictive effects but the basic model remained intact as a broad picture .
In some ways it is simpler than the transition metals since the f electrons remain
strongly correlated and have properties very similar to those in salts while th e
conduction electrons have well defined Fermi surfaces as has been shown from de
Haas-van Alphen measurements (Mattocks and Young, 1977 ; Wulff et al ., 1988 )
on Gd and Pr .

In all this Allan Mackintosh played a central role . His interest derived from hi s
period in Ames and he made significant contributions to the theory of resistivity
and to improved band structure calculations . Later, at Risø, he and his colleague s
pushed forward a number of neutron diffraction studies including the observatio n
of magnetic order in Pr which only exists because of the coupling of the nuclea r
spins to the singlet electronic ground states . All of this is splendidly summarise d
through his long standing collaboration with Jens Jensen in their book (Jensen and
Mackintosh, 1991) .

Hybridisation of the f electrons with the conduction electrons is observed in
compounds of those elements where the valence is known to vary ; notably Ce ,
Tm, and particularly in uranium in the actinides which exists in compounds wit h
valence varying between three and six . The narrow f bands so generated give rise
to a number of interesting effects, the most striking of which is the huge electroni c
heat capacity associated with large effective masses and hence to the title of heavy
fermion compounds, as an alternative to mixed valence compounds . As will be
seen from the analysis in Sect . 2 these have enjoyed a significant vogue during the
period under review .

Another important phenomena for isolated local moments which have stron g
interactions with the conduction electrons is the effect named after Kondo (1969 )
which we can only mention here .

7 Conclusion

The period since the war has seen an enormous growth in the study of magnetism .
Ever more sophisticated experiments on a wider and wider group of materials ha s
shown the remarkable richness of the phenomena . The number of people work -
ing in the field and the extent of the results available continues to grow . Naturally
occurring materials are being overtaken by artificially constructed systems with en-
hanced desired properties, for example the compounds which give improved har d
and soft ferromagnets, the spin glasses, and most recently the multilayers of dif-
ferent magnetic species which show among other effects giant magneto-resistance
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(Proc. I .C.M., 1995) . But underlying all this are relatively simple concepts which
are underpinned by quantum mechanics . For magnetic salts these derive from th e
unfilled shell configurations d', P' and their interactions with the crystalline elec -
tric field of their surroundings and bonding to nearby ligands . The molecular field
of Weiss derives from exchange interaction between pairs of such ions . In metallic
systems the essential ingredient is the band structure but it must include a treat -
ment of correlation effects in order to give the interesting magnetic properties . The
initial success of the theory of insulators based on a phenomenological spin Hamil-
tonian tended to obscure this point, but more recent work has shown its essentia l
validity. For both models, actual numerical calculations from first principles of th e
parameters which can be derived from experiment is difficult and has only been
achieved in a relatively few cases .

In giving this talk I am conscious of its superficiality and of the large numbe r
of areas which it has not been able to address . An obvious one is the magnetism o f
conduction electrons in semiconductors and metals outside the transition groups .
Here much work has been done to elucidate the Fermi surface in metals and to
study the Landau ladder of levels expected in semiconductors . The most dramatic
consequence of the latter has been the quantum Hall effect but somehow this has
not been considered to be "magnetism" . One area which does have a magneti c
component is the study of high TT superconductors and these have been extensively
reported at Magnetism Conferences . The key element has proved to be CuO plane s
where the d bands are narrow and the system is almost "mixed valent" . At perfect
stoichiometry the d holes on the Cu display antiferromagnetism, and only wit h
doping does the superconductivity become apparent .

This paper represents a necessarily personal and idiosyncratic view of the devel -
opment of magnetism over the last 50 years, coloured as it is by my own perspective
and experience. I hope, nevertheless that I have discharged the last request tha t
Allan Mackintosh made to me in a manner which he would have approved - an d
that it provides an appropriate background for this conference .
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Abstract

The recent development in the understanding of the magnetic structures of two rare earth element s
are described . These include the observation of distortions in the structures which can only b e
explained by interactions which break the symmetry between the two superlattices and whic h
have a trigonal form. The observation of a connection between the commensurate modulation ,
the ordered basal-plane moment and the c/a ratio, and the difference in the magnetic structure s
of epitaxial grown materials compared with the bulk . The structures of alloys of Ho with non-
magnetic Y and Lu and for the alloys of Ho and Er are also reviewed .

1 Introduction

The study of the magnetic structures and interactions in the rare earth metals wa s
one of the topics to which Allan Mackintosh made a major contribution and in
which he was most interested . This interest culminated in his book with one o f
us (Jensen and Mackintosh, 1991) which described in detail both the experimenta l
results and theories of the magnetism of rare earths . In this article our intentio n
is to discuss some of the developments which have taken place since 1991 . These
developments have arisen even though the basic principles of rare earth magnetis m
were well established, partly because of the development of new experimental tech-
niques but also because the book provided a stimulus to new work on the rar e
earth metals . In a short article we cannot discuss the progress made in the whole
of rare earth magnetism . We have therefore chosen to concentrate on the magnetic
structures of two of the heavy rare earth metals, Ho and Er, of alloys of Ho with the
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non-magnetic elements Y and Lu and of alloys of Ho with Er . In the book it was
proposed that trigonal interactions may have significant effects on the magneti c
structures in these systems. Since then the studies of the long-periodic complex
structures in the Ho and Er based materials have confirmed that this is the case .

Nevertheless, there are still some topics which we shall not discuss in detail .
One of these is the extensive set of experiments performed particularly with x -
ray and neutron scattering techniques to study the properties of the paramagnetic
to incommensurately modulated structure by Wang et al . (1991), Gaulin et al .
(1988), Thurston et al . (1993, 1994), Lin et al . (1992), Hagen et al. (1992) and
Helgesen et al. (1995) . Briefly the exponents measured in these experiments ar e
not in agreement with the predictions of any of the theories . Furthermore, th e
observation of two length scales (Thurston et al ., 1993, 1994) in Ho were the firs t
to show that this behaviour occurred in magnetic systems and, although it is now
established that the long length scale is associated with the surface, there is stil l
no detailed understanding of the results (Cowley, 1997) .

In this paper we shall describe in detail the new results for the low-temperatur e
structures and their implications for the nature of the magnetic interactions . In the
next section we describe results and theory for the magnetic structure of holmiu m
and in Sect . 3 similar results for Er . Both of these sets of results demonstrate that
the properties of the rare earths cannot be understood solely in terms of single -
ion anisotropy and exchange interactions between pairs of spins which depend onl y
quadratically on the spin components . In Sect . 4 we summarise the results obtaine d
on the properties of Ho/Y and Ho/Lu alloys and the information they provide about
the magnetic interactions . In Sect . 5 we describe the magnetic structures of Ho/Er
alloys and then in a final section summarise the results and outstanding problems .

2 Magnetic structures of holmium

The magnetic structure of Ho was determined initially by Koehler et al . (1966) .
They showed that between the Néel temperature of 132 K and about 19 K, th e
magnetic structure consisted of ferromagnetically coupled moments within eac h
basal plane and that the orientation of the moments rotated in successive basa l
planes giving a helical structure . The average angle of rotation is described b y
a wavevector q, which has the value of 0 .275 c* at TN and reduces on cooling .
Below about 19 K the wavevector q locks in to 1/6 c* and the structure develop s
a ferromagnetic moment along the c axis giving a cone structure. Koehler et al .
(1966) and Felcher et al . (1976) showed that the structure was not a homogeneou s
helix but distorted so as to produce a bunching of the magnetic moments around the
easy b axes . The 12-layered commensurable structure in the 1/6 c* phase consists of
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pairs of layers with the moments nearly along the same b axis, while the moment s
rotate 60° from one pair to the next . The bunching angle between the moments in
the pairs and the nearest b axis was found to approach 5 .8° in the zero temperatur e
limit .

Gibbs et al . (1985) used x-ray resonant scattering techniques to study Ho an d
showed that the wavevector did not change smoothly with temperature but that
below 30 K there were a series of lock-ins to commensurable structures . They
proposed the long-period commensurable structures to be the 12-layered structur e
modified by regularly spaced spin slips at which only one plane was associate d
with an easy axis instead of two planes . These spin-slip structures give rise to a
characteristic pattern of the neutron scattering which was measured (Cowley an d
Bates, 1988) and then used to produce detailed models of these structures . These

0.0

	

0.5

	

l . 0

Wave-vector Transfer (r .1 .u . )

Figure 1 . The neutron scattering from Ho at 10 K when the wavevector transfer i s
varied along (a) [00t] and (b) [104 . The peaks marked with arrows cannot be ac -
counted for by an undistorted cone structure while the peaks marked S are spuriou s
(Simpson et al ., 1995) .
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Figure 2 . Spin-slip structures in Ho with q = 1/6, 2/11, 4/21, and 1/5 c* calculated
at 10, 20, 30, and 40 K respectively. The 10-layered structure at 40 K is both
calculated at zero field and at a field of 1 T along the c axis .

models compared well with the results obtained later from mean-field calculations
(Mackintosh and Jensen, 1991) .

Recently Simpson et al . (1995) have performed further neutron scattering stud-
ies on Ho to study in particular the structure of the low-temperature cone phas e
and the transition from it to the basal-plane helix . The results for the scattering
observed when the wavevector transfer is varied along [00f] and [101] are show n
in Fig. 1 at 10 K in the cone phase . The peaks marked N arise from the nuclear
setting, the ones marked q from the q = 1/6 c* helical structure, the one marked 5 q
from the bunching of the moments around the easy axes, and the weaker ones wit h
arrows are previously unreported peaks with Q = (001D, (001D, (10D, (10D)
and (103) . The usually assumed structure of the cone phase cannot account fo r
these peaks as they can only arise if the conventionally assumed symmetry of th e
cone phase is broken . Figure 2 shows a possible structure which can account fo r
the observations. In the structure shown at 10 K the bunching angle differs fo r
successive easy axes by about 1 .3° giving rise to the scattering with q = (003) an d
the cone tilt angle varies for successive easy axes by about 2 .3° giving rise to th e
(10D scattering .

The symmetry breaking arises because the environment of a rare earth atom
differs for each of the two sublattices in the hcp structure . Both sublattices have
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trigonal, not hexagonal, symmetry, and the trigonal axes are rotated by 60° for
one sublattice compared with the other . As pointed out by Jensen and Mackintos h
(1991), the lowest order pair-interactions which have this reduced symmetry are o f
the fourth rank, and one example is :

7-13 -

	

K31( 2.1) [(A(Z)Jy(i) + 0 2(2)Jy(j)] ,

	

( 1 )
x

where the Stevens operators are O 2 = 2 (JzO22 + O 2 Jz ) with OZ = JJ - Jy

and OZ-2 = J-xJy + Jy Jx . The x-, y-, and z-axes are assumed to be along the a- ,
b-, and c-axes of the hcp lattice, respectively. All of the three fourth-rank term s
are similar in that they couple the spin components Jx2Jy Jz and J,yJz but with
different components associated with the two sites i and j .

Calculations by Simpson et al . (1995) and by Jensen (1996) using the mean-fiel d
model (Larsen et al ., 1987) and the data shown in Fig . 1 and other similar result s
at higher temperatures and in applied magnetic fields, suggests that the largest
contribution arises from the 1031 term given by Eq. (1) and that this interaction is
about 2% of that of the two-spin exchange interaction .

The effect of the trigonal interaction on the 2/11 c* commensurate phase was
also studied and scattering was observed for Q = (0,0,m/11) with m an od d
integer . This scattering would be absent if both sublattices had the same symmetry .
The contribution of the trigonal coupling to the free energy is of second order i n
the helical case . The effect is larger for the cone structure, as observed for th e
2/11 c* phase when a c-axis magnetic field of 2 T is applied (Cowley et al ., 1991) .
In the cone phase all three components of the moments have non-zero expectation
values leading to a first-order contribution to the free energy which i s

OF a E(-1)PJII J1 cos ( 3 Øp)•

	

( 2 )
p

JII and J1 are the components of the magnetic moments parallel and perpendicular
to the c axis, respectively, and Øp is the angle the perpendicular component of the
moments in the pth layer makes with the x- or a-axis . Thus if only the trigonal
anisotropy is important for the cone structure, then every second a axis is an easy
axis in one of the sublattices and the other three a axes are the easy axes in th e
other sublattice .

The experiment of Simpson et al . (1995) also clarified the nature of the lock-in
to the cone phase at 19 K. As first noted by Sherrington (1971) there is no reason
that the lock-in to q = 1/6 c* should occur at the same temperature as the c-axi s
moment develops in the cone phase . Furthermore, specific-heat measurements b y
Stewart and Collocott (1989) and ultrasonic measurements by Bates et al . (1988 )
suggested that there might be two transitions . Unfortunately, the measurements
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are difficult because of hysteresis, but a study of the temperature dependence of th e
(103) reflections which effectively measure the average cone angle and the (102 )
reflections which measure the existence of the 1/6 c* phase, showed quite different
behaviour and that between 18 K and 19 K the crystal was in a q = 1/6 c* basal-
plane helix with no net ferromagnetic moment, and that below 18 K the crysta l
underwent a second transition to the cone phase .

0 .0
0 .00 0 .02

	

0 .04

	

0 .06

	

0 .08

	

0.1 0
Change of Wavevector (r .l .u . )

Figure 3 . The change in the ordering wavevector of a holmium film, of Ho/Y alloy s
(Cowley et al ., 1994) and of Ho/Lu alloys (Swaddling et al ., 1996) as a function of
the basal-plane ordered moment .

The variation of the ordering wavevector with temperature has been re-examin-
ed by Helgesen et al. (1994) and their results are shown in Fig . 3 . Close to TN the
change in the wavevector is proportional to the square of the ordered moment M ,
as might be expected from the theory of Elliott and Wedgwood (1963), where th e
change in wavevector results from a change in the position of the superzone gaps
at the nesting Fermi-surface . Over much of the temperature range the change i n
the ordering wavevector is proportional to M 3 , but this behaviour is as yet not
understood . A further correlation is with the c/a ratio for which Andrianov (1992 )

discovered that the ordering wavevector was given by

~
g = qo [(c/a)o - c/a l

2
,

where (c/a) 0 is 1 .582. This result shows that the Fermi-surface properties ar e
strongly correlated with the c/a ratio. Because of these effects any modeling o f

(3)



MfM 45

	

Magnetic Structures of Rare Earth Metals

	

41

the structures by using exchange constants between neighbouring planes must in-
evitably require temperature-dependent exchange constants .

The mean-field model developed for Ho utilizes the spin-wave measurements a t
different temperatures to obtain a phenomenological account of the temperatur e
dependence of the exchange coupling . The model has been used for analysing the
commensurable effects displayed by the helical ordered basal-plane moments in H o
(Jensen, 1996) . At low temperatures the hexagonal anisotropy energy is large an d
the model predicts strong commensurable effects of the spin-slip structures in con-
sistency with the experiments . Figure 4 shows a comparison between the calculate d
results and the field experiment of Cowley et al . (1991) . The model accounts well
for the overall shift of the ordering wavevector with the c-axis field at a constant
temperature, and there seems to be no need for invoking a field dependence of th e
exchange coupling . As shown in Fig . 4 the experiments of Cowley et al . indicate d
that metastable states appear frequently at low temperatures . They found by mea-
suring the position of the higher harmonics rather than the first harmonic, that th e
diffraction pattern was determined in many cases by a superposition of neutrons
scattered from domains with different commensurable periods .

The hexagonal anisotropy energy decreases very quickly with the magnetisation
M, approximately like M21 , whereas the change of the trigonal anisotropy energy

M7 is more moderate . This means that around 40 K (M 0 .925M0 ) the
hexagonal anisotropy energy has decreased by a factor of 5 whereas the trigona l
anisotropy is only reduced by a factor of 1 .7, compared with the zero-temperatur e
values . The trigonal contribution is strongly enhanced by a c-axis field, Eq . (2) .
In combination the two effects imply that although the trigonal distortions of th e
helix at 40 K are small at zero field, they dominate in a c-axis field of 1 T . At thi s
field the 10-layered structure is predicted to be the one shown in Fig . 2, where the
moments in the two spin-slip layers are oriented along an a axis instead of a b axis a s
at zero field . This modification leads to a strong increase of the commensurabilit y
of the 10-layered structure . At zero field the model indicates that this structure i s
stable within a temperature interval around 42 K of about 2 .2 K, which increases
to about 10 K at a c-axis field of 1 T, whereupon the lock-in interval stays mor e
or less constant between 1 and 5 T . The hysteresis effects detected by Cowley et
al . (1991) below 35 K may possibly explain why the lock-in intervals determined
by Tindall et al . (1993) are somewhat smaller than predicted by the theory . They
only studied the behaviour of the first harmonic which did not indicate any lock-i n
at zero field, and at 3 T the lock-in interval was found to be 2-3 K .

Around 100 K the spin-slip model no longer applies . The hexagonal anisotropy
only manages to rotate the moments by about one tenth of a degree . At thi s
temperature the ordering wavevector is close to 1/4 c*, but the model indicates onl y
a marginal lock-in to the 8-layered structure . In the presence of a c-axis field of 3 T,

4
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Figure 4 . The ordering wavevector in Ho . The calculated results are shown b y
the horizontal solid lines connected with vertical thin solid or thin dashed line s
corresponding respectively to the results obtained at zero or at a field of 5 T applie d
along the c axis. The symbols show the experimental results of Cowley et al . (1991 )
obtained at the various values of the c-axis field defined in the figure . The smoot h
curve shown by the thin solid line is the temperature dependent position of the
maximum in the exchange coupling assumed in the model .

the trigonal coupling increases the bunching effect by a factor of 4, but the lock-i n
interval is still estimated to be very small, about 0 .1 K. In analogy with the fifth an d
seventh harmonics induced by the hexagonal anisotropy, the first-order term in th e
free energy due to the trigonal coupling induces a second and a fourth harmonic .
Because of the factor (-1)P in Eq. (2) these harmonics are translated a reciproca l
lattice vector along the c axis (half of a reciprocal lattice vector in the double-zon e
scheme), which means that the fourth harmonic appears at zero wavevector whe n
q = 1/4 c*. In other words, in the case of a cone structure with a period of 8
layers the trigonal coupling leads to a ferromagnetic component perpendicular to
the c axis . Although it is small, this component has a determining effect in formin g
the commensurable structure . The lock-in interval increases proportionally to V ,
where 0 is the angle the field makes with the c axis, and even the slightest deviatio n
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of the field from perfect alignment along the c axis will produce a sizable lock-i n
effect . The lock-in interval is calculated to be 2 .7 K at e = 1° at the field of 3 T .
Both this value and the very weak lock-in effect at zero field are consistent wit h
the observations (Noakes et al ., 1990 ; Tindall et al ., 1991) . In the experiments the
field was applied nominally along the c axis but with an uncertainty of about 2 °
corresponding to an effective 0 1° . At a larger tilt angle of the field the lock-i n
interval is estimated to increase up to a value of 8-12 K .

The increased stability of the 10-layered periodic structure around 42 K and of
the 8-layered one around 96 K, observed when applying a field along the c axis ca n
not be explained without the trigonal anisotropy term . If this term is neglecte d
the anisotropy effects and therefore also the commensurable effects on the helica l
structures, decrease rapidly with a field applied in the c-direction (misalignmen t
effects are estimated to be unimportant in this situation) . The model including
the trigonal interactions explains most of the commensurable effects observed in
Ho except for the lock-in of the 5/18 c*-structure observed in an interval of 5 K just
below TN in a b-axis field of 3 T (Tindall et al ., 1994) . The model only predicts
a marginal lock-in in this case, which discrepancy is most likely a consequence o f
the limited validity of the mean-field approximation in this close neighbourhood of
the phase transition .

One further set of measurements on the magnetic properties of holmium ha s
been the result of the growth of Ho films grown by molecular beam epitaxy . Usually
the films have been grown by the techniques developed by Kwo et al . (1985) in which
a Nb film is deposited on a sapphire substrate, to provide a chemical buffer an d
then a seed layer of a non-magnetic material such as Y or Lu is deposited. The
holmium is then grown to the appropriate thickness with the c axis as the growt h
direction and the samples are capped with Y or Lu to prevent oxidation of the
holmium layer . This procedure typically leads to samples with a mosaic spread o f
about 0 .15° . The films are single crystals and the basal-plane lattice constants are
different from those of the seed layer or capping layer and very similar to those o f
the lattice constant of bulk holmium above TN .

The magnetic structures have been determined for Ho films grown on Y (Jehan
et al ., 1993 ; Swaddling, 1995), Lu (Swaddling, 1995) and Sc (Bryn-Jacobsen et al . ,
1997) . In the case of Y films of thickness 1500 Å, 5000 A, and 15000 Å have been
studied, while for a Lu seed the thickness was 5000 Å and for the Sc seed, 250 0
Å . The wavevector for the onset of ordering was the same as for bulk holmiu m
but, the wavevector at low temperature was in some cases larger than that of the
bulk: 1/5 c* and 5/27 c* for the 15000 Å film on Y, 1/5 c* and 4/21 c* for the 500 0
Å film on Y, 1/6 c* and 7/39 c* for the 5000 Å film on Lu and 7/39 c* for the
2500 Å film on Sc . The results for the films on Y show that there is little chang e
in wavevector with film thickness for these thick films . There is a change in the

4*
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behaviour with substrate and hence strain but that all the films have on averag e
larger wavevectors than the bulk even though for the Y seeds, the basal planes o f
the Ho are expanded while for the Sc and Lu seed layers, they are compressed . In
all the films the ferromagnetic cone phase is suppressed except for the 15000 Å fil m
for which the c-axis moment is much less than for the bulk . These results and th e
differences from the bulk behaviour are not understood in detail but presumably
arise from the clamping of the basal-plane lattice parameter of the films .

3 Magnetic structures of erbium

The crystal-field interactions in erbium are of opposite sign to those of holmiu m
so that the structures have a c axis or longitudinal component to the magnetic
ordering . The magnetic structures were determined by Cable et al . (1965) a s

(i) between TN = 84 K and n, = 52 K, a roughly sinusoidal variation of th e
longitudinal component of the magnetisation with a wavevector of about q = 0.27 7
c* . .

(ii) between TN' and Tc = 18 K the wavevector decreases to q = 0 .25 c*
and transverse basal-plane components of the moments are ordered with the sam e
wavevector as the longitudinal ones .

(iii) below Tc the magnetic structure is a cone with a basal-plane modulatio n
of q = 5/21 c* and a ferromagnetic c-axis component .

Subsequent measurements by Habenschuss et al . (1974) showed that the struc-
tures were distorted from the simple ones . High-resolution x-ray scattering mea-
surements by Gibbs et al. (1986) showed that in phase (ii) the wavevector locked
into a series of commensurate wavevectors with q = 1/4, 6/23, 5/19 and 4/15 c *
and proposed that these structures resulted from there being either 4 or 3 successiv e
basal-planes having their moments along the positive or negative c axis .

More recently high-resolution neutron scattering measurements have been per -
formed to study these phases in more detail (Cowley and Jensen, 1992) . Measure-
ments were made of the higher harmonics and the results interpreted to deduc e
the structures . The results shown in Fig . 5 were obtained for the q = 4/15 c *
phase at 35 K and show a large number of higher harmonics . Initially the dat a
showed that phase (ii) could be described approximately as a cycloidal structure i n
which the moments rotate in an a-c plane . Nevertheless this structure cannot de -
scribe the data shown in Fig. 5 because, if both sublattices are identical, the peaks
with Q = (0,0,n/15) with n odd should be absent and although they are weak ,
their intensity is clearly non-zero. The origin of these peaks is distortions of th e
structure arising from the trigonal terms already discussed in Sect . 2 . The struc-
ture is not a planar cycloid in the a-c plane but a wobbling cycloid in which the
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Figure 5 . Neutron scattering from Er at 35 K . The upper part shows the result s
obtained when the wavevector transfer was scanned along [lot] and along [OOP] i n
the lower figure. The peaks marked N are from nuclear scattering and the other s
are magnetic scattering . The wavevector of the cycloidal phase is q = 4/15 c* .
The thick vertical lines are the intensities predicted by the mean-field calculations
including the trigonal interactions . The experimental data have not been correcte d
for extinction or spurious scattering effects (Cowley and Jensen, 1992) .

structure has deviations away from the plane (Cowley and Jensen, 1992; Jensen
and Cowley, 1993) . A mean-field calculation and a careful comparison with th e
experimental results suggested that the dominant trigonal term was 1031 as also
found for holmium, Sect . 2, and that the interaction is about 15% of the two-spi n
exchange interaction . The agreement for the 4/15 c* phase between the observe d
scattering and that calculated by the model is illustrated schematically in Fig . 5 .
Similar results were obtained for five other commensurable structures in the inter -
mediate phase and for the cone structure below Tc (Cowley and Jensen, 1992) .
The trigonal interactions are also possibly responsible for the lock-in of the con e
phase to q = 5/21 c* . In erbium the cone angle is small so that the basal-plan e
anisotropy makes only a small contribution to the energy and it is more likely that
the lock-in energy arises from the trigonal interactions .
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There is also still some uncertainty about the behaviour of Er between TN and
T . In principle, there is the possibility of the longitudinal and transverse moment s
ordering at different temperatures and, if the exchange is anisotropic, at differen t
wavevectors . Since the single-ion anisotropy favours the longitudinal ordering thi s
ordering occurs at the higher temperature TN, and the basal-plane component s
might then order at a lower temperature. As the moments increase entropy effect s
would then cause a lock-in between the longitudinal and transverse component s
into a cycloidal phase . Experimentally there is some suggestion that above T '
but below TN the basal-plane components show short-range order into a helica l
structure with a slightly different wavevector from the longitudinal components .
This indicates that the transverse moments may be close to order at the differen t
wavevector just above the transition to the cycloidal phase, and thus that th e
exchange coupling is anisotropic . The intensities are, however, very small and
further work is needed to confirm these results .

Figure 6 . The temperature dependence of the ordering wavevector for bulk Er an d
for 860 and 9500 A thick Er films (Borchers et al ., 1994) .

The ordering wavevector for bulk Er is shown as a function of temperature
in Fig. 6 (Gibbs et al ., 1986) . It differs from that of bulk Ho in that in th e
longitudinal phase, the wavevector increases with decreasing temperature . Thi s
increase is characteristic also of Tm which has a longitudinally modulated phase .
Once the basal-plane components order below Ti'v, the wavevector decreases with
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decreasing temperature as found for Ho . This shows that the decrease is most
strongly correlated with the basal-plane component of the magnetic ordering . The
same is valid though to a lesser extent also for the changing of the c/a ratio .

Er thin films grown on a Y seed have been studied by Borchers et al . (1991a ,
1991b) . They studied films with thicknesses between 375 Å and 14000 Å and foun d
that TN only slightly decreased as the film thickness decreased . In all the films
the structure was a longitudinally modulated structure below T N and there was
an ordering of the basal-plane components below about 45 K . In Fig. 6 we show
the measured wavevectors for the moments in a 9500 Å thick film, and the result s
are very similar to those of bulk Er except for the suppression of the cone phase .
The results for the thinner films are similar except that the wavevectors tend to li e
above those of bulk Er and that the low-temperature structures are commensurate
phases with q = 5/19 or 4/15 c* . The suppression of the cone phase is presumably ,
as for Ho films, due to the clamping of the basal planes by the substrate and see d
layers .

4 The magnetic properties of Ho-Y and Ho-Lu
alloys

One of the advantages of the development of artificial growth facilities like molec-
ular beam epitaxy, is that it enables the growth of high quality uniform allo y
samples. The samples are grown in the same manner as described for the Ho films
in Sect . 2 but with the sample being produced by using the fluxes from two source s
controlled so as to produce a constant composition alloy . Using these techniques ,
measurements have now been made of Ho/Y alloys (Cowley et al ., 1994), Ho/Lu
alloys (Swaddling et al., 1996) and Ho/Sc alloys (Bryn-Jacobsen et al ., 1997) . Ear-
lier experiments on bulk powdered alloy samples were performed by Child et al .
(1965). The results of measurements on single-crystal films and on powdered bulk
samples are in general agreement with one another but the accuracy obtainabl e
with powdered samples is not sufficient to test this in detail . In all the cases the
thin-film samples have mosaic spreads of about 0 .15° .

For all of the samples, the magnetic structures are found to be basal-plane he -
lices with a wavevector dependence as illustrated in Fig . 7 for Ho/Y alloys . The
wavevector for the onset of magnetic ordering is independent of concentration an d
decreases with decreasing temperature but by amounts which decrease with increas-
ing Y concentration . The results for the Ho/Lu alloys are also shown in Fig . 7, and
the behaviour is qualitatively similar but differs in that the wavevector for the onse t
of magnetic order decreases as the Lu concentration increases. Figure 8 shows th e
behaviour of TN as a function of Ho concentration . These results can be compared
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Figure 7 . The wavevector for the basal-plane ordering of Ho/Y and of Ho/Lu alloy s
as a function of temperature and compared with a similar Ho film (Swaddling et al. ,
1996 ; Cowley et al ., 1994) .

with those of Child et al . (1965) for a range of bulk alloy systems which suggeste d
that TN was a universal function of the de Gennes factor x = c(g - 1) 2 J(J + 1) and
that TN was proportional to x 2/3 . This empirical result has little theoretical basis
because mean-field theory suggests that TN is proportional to x and even then the
theory would only be valid if the conduction-electron susceptibility of all rare eart h
metals was the same . Although this result is successful at describing the overal l
trends, it cannot be expected to describe the detailed behaviour of particular sys-
tems and indeed, as shown in Fig . 8, fails for Ho/Lu alloys and to a lesser exten t
for Ho/Y alloys .

A more reasonable description of the alloys is to assume an average or virtua l
crystal model of the conduction-electron susceptibility whe n

TN (c) = c[cTH o + (1 c)Ty ],

	

(4 )

where Ty is TN for bulk Ho if it had the conduction-electron susceptibility of th e
alloying element ry . As shown in Fig . 8, Eq. (4) provides a good description of th e
results with THo = 132 ± 2 K, Ty = 207 ± 3 K and TLu = 144 ± 2 K . This the n
suggests that the peak in the conduction-electron susceptibility for Y is 1 .64 time s
larger than for Ho while that for Lu is 1 .09 times larger . It is similarly possible to
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Figure 8 . The dependence of TN on concentration for Ho/Y and Ho/Lu alloy s
(Swaddling et al ., 1996) .

extrapolate the wavevector for the onset of magnetic order to give the wavevector
for the peak of the susceptibility for Ho as 0 .282 f 0.004 c*, Y as 0 .282 ± 0 .004
c* and Lu as 0.235 ± 0 .015 c* . This analysis assumes an average crystal mode l
and neglects critical fluctuations, but its success suggests that there is considerabl e
validity in the approach .

Figure 3 of Sect . 2 shows that the change in wavevector with temperatur e
is correlated with the ordered moment in Ho . The figure also shows a simila r
relationship for Ho/Lu and Ho/Lu alloys, and that Aq Ma with ct = 2 .8 ± 0 . 3
from a combined fit to all of the results .

At low temperatures all of the alloy samples lock-in to commensurate structures :
q = 2/9 c* for c = 0 .9, q = 1/4 c* for c = 0 .7, q = 8/31 c* for c = 0 .5 in
Ho/Lu alloys and q = 3/11 c* for Ho/Y alloys . Clearly, therefore, the concept s
developed for the bulk rare earth materials can be taken over to the alloy systems .
Of particular interest is the phase diagram of the Ho/Y alloy with c = 0.7 in an
applied basal-plane field which shows not only the low-field helical phase and a
high field fan phase but between these phases at low temperatures an exceptiona l
clear example of a helifan phase (Jensen and Mackintosh, 1990; Mackintosh and
Jensen, 1991, 1992) which is stable over a considerable range of parameters .
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5 The magnetic structure of Ho/Er alloy s

Ho/Er alloys are of interest because of the competing anisotropy of the Ho an d
Er atoms. The first experiments on this system were by Pengra et al . (1994) wh o
studied a bulk crystal with c = 0 .5 . The experiments reported below (Simpson e t
al ., 1997) were obtained by studying thin-film alloy samples grown as described in
Sect . 2 and the results obtained are different from those obtained on bulk samples .
Further work is needed to find out the reasons for these differences .

Three alloy systems have been studied as thin films of Ho °Er i_, with c = 0 .8 ,
0 .5 and 0 .3 . In all cases the neutron scattering intensity was measured along [OO.e]

to determine the basal-plane ordering, and along [10e] to determine the longitudina l
ordering . No evidence was found of scattering from higher harmonics suggestin g
that the moments are ordered in a largely sinusoidal pattern .

For c = 0 .8, the ordering wavevector decreases with decreasing temperatur e
until it locks in to q = 1/5 c* below 20 K . The magnetic structure is a basal-plane
spiral until surprisingly below 20 K the moment tilts out of the plane to form a
cone phase with a cone angle of 75° ± 2° . This is unexpected because films of Ho ,
Ho/Y and Ho/Lu alloys have not shown cone phases . Preliminary measurement s
on bulk crystals of Ho°Eri_, with c = 0 .9 and 0 .5 indicates that Tc is higher in
the alloy systems than in either Ho or Er, and this is found to be in accord wit h
mean-field predictions (Rønnow, 1996) . The opposite signs of the single-ion axial
anisotropy in Ho and in Er imply that the average or effective axial anisotrop y
changes its sign at a higher temperature in the alloy systems than in pure Ho .

The behaviour of the sample with c = 0 .5 is more complex. The basal-plan e
moments order below 110 ± 2 K with a wavevector q = 0 .282 c* . The wavevector
then reduces steadily with decreasing temperature with the possibility of lock-in s
to structures with q = 8/31 c*, 1/4 c*, 8/33 c*, and 3/13 c*. The structure is a
basal-plane spiral above 50 K and then becomes at least partially a cycloid unti l
30 K when the structure becomes a cone phase with a cone angle of 67° at 20 K .

The third sample with c = 0 .3 developed magnetic order as a basal-plane helix
with q = 0 .288 c* at TN = 94 ± 2 K. The structure remained a basal-plane helix
down to 80 K while the wavevector reduced . On further cooling there was orderin g
in the longitudinal moments and the structure developed a cycloidal phase belo w
60 K . Between 35 K and 22 K the magnetic structure was a q = 1/4 c* cycloidal
phase, and below 22 K the wavevector became q = 5/21 c* and the structur e
became a cone with a cone angle of 44° f 5° .

These results are summarised in the schematic phase diagram in Fig . 9 . The
unexpected feature is that in all the systems the low-temperature phase is a con e
phase unlike thin films of Er or Ho, Sects . 2 and 3. The basal-plane helical order -
ing presumably of the Ho moments dominates at temperatures above TN of bulk
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Figure 9 . A schematic phase diagram for thin films of Ho/Er alloys deduced fro m
the measurements of Simpson et al . (1997) .

erbium. On cooling for larger concentrations of Er the structure becomes a cycloi d
with the possibility of commensurate phases similar to those of Er before formin g
a cone phase at low temperature . This behaviour is at least qualitatively consis-
tent with the approximate cancellation of the axial and basal-plane crystal-fiel d
anisotropy in Ho/Er alloys with c = 0 .5 .

6 Summary and Conclusions

The results described in the previous sections show that there have been consider -
able developments in our understanding of the rare earth metals particularly on the
experimental side . The strongest magnetic interactions are the well known single-
ion crystal fields and the exchange interactions conveyed through the conductio n
electrons . Nevertheless, there are now many experiments (Sects . 2 and 3) which
show that some important aspects also require there to be trigonal interaction s
between sites . These terms must arise from the effect of the spin-orbit interaction s
on the conduction electrons, but there is as yet no quantitative understanding .

The ferromagnetic structures (Gd and the low-temperature phases in Tb and
Dy) or the longitudinally polarized c-axis modulated structures (Tm and Er be-
tween TN and Tnr) are not affected by the trigonal coupling . Therefore the only
remaining candidates among the elemental heavy rare earths to be investigated for
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the possible structural effects of the trigonal coupling, are Tb and Dy in their high-
temperature helical phases . Of these two only Dy may be a realistic possibility,
because the helical phase in Tb only occurs in a narrow temperature range .

Ho and Er and their alloys are found to have commensurate locked-in structure s
not only at low temperatures, but, in Ho, even very close to TN . Except for the
lock-in of Ho close to TN at q = 5/18 c* in a b-axis field, the mechanisms behind the
commensurable effects are now well understood . The lock-in temperature interval
of the 1/5 c* phase in Ho is predicted to be larger than indicated by the variatio n
in the position of the first harmonic, and a study of the behaviour of the fifth or
seventh harmonics will be useful for a clarification of the experimental situation .
The strong lock-in of the 8-layered structure in Ho around 96 K indicated by th e
mean-field model, deserves further studies in which the field is applied by purpos e
in a direction making a non-zero angle with the c axis or with the basal plane .

The neutron diffraction experiments show that Ho may contain several domain s
with different commensurable structures below 40 K . In this spin-slip regime there i s
also the possibility that the positions of the spin-slip layers in the different domain s
are disordered to some extent . The x-ray experiments (Helgesen at al ., 1990, 1992)
indicate that this is the case by showing a reduction of the longitudinal correlation
length between 40 and 20 K by a factor of 3, a reduction which is partly remove d
when the spin-slip layers disappear at the lock-in to the 12-layered structure at
about 20 K . In the alloy Hoo ,9 Ero 1 the 7/36 c* structure is stable at the lowes t
temperatures, and Rønnow (1996) has observed that the widths of the neutron
diffraction peaks in this phase are much larger for the higher harmonics than fo r
the first one . The 7/36 c* spin-slip structure consists of alternating two and three
pairs of layers between the spin-slip planes, (2212221), and Rønnow has found tha t
a structure in which the succession of the two sequences is completely random ,
predicts a diffraction spectrum close to the observed one . Hence the large hexagonal
anisotropy in Ho at low temperatures strongly resists a rotation of the moment s
from one easy direction to the next and may cause a spin-glass like situation .

It is now also empirically known that there is a strong correlation between th e
ordering wavevector, the c/a ratio and the ordered moment but as yet there i s
no theory of this connection . Maybe now, with the increasing computer power ,
is the time for a more realistic calculation of «(q) mediated by the conductio n
electrons in the rare earths and for the changes in «(q) on ordering, using realistic
wavefunctions rather than the free electron model of Elliott and Wedgwood (1963) .
There is a steadily increasing amount of experimental information which could b e
compared with such calculations .

Finally, there has been much recent interest in artificially grown thin films, al-
loys and superlattices . The experiments on the alloys have led to a better knowledge
of the conduction-electron susceptibilities in Y and Lu, and to a better knowledge of
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the phase diagrams and the effects of competing interactions . As yet there has not
been much theoretical work performed with which these results can be compared .

Acknowledgement s

We are indebted to Allan Mackintosh for his help and inspiration with our work o n
rare earths . We are grateful to our collaborators : C. Bryn-Jacobsen, K .N. Clausen ,
D .A. Jehan, D.F. McMorrow, H.M . Rønnow, J .A. Simpson, P . Swaddling, R.C.C .
Ward and M .R. Wells . EPSRC has provided financial support in Oxford and th e
EU LIP programme for support for the experiments at Risø .

References

Andrianov AV, 1992 : JETP Lett . 55, 66 6
Bates S, Patterson C, McIntyre GJ, Palmer SB, Mayer A, Cowley RA and Melville R, 1988 : J .

Phys . C 21, 412 5
Borchers JA, Salamon MB, Erwin RW, Rhyne JJ, Du RR, and Flynn CP11991a : Phys . Rev . B

43, 312 3
Borchers JA, Salamon MB, Erwin RW, Rhyne JJ, Nieuwenhuys GJ, Du RR, Flynn CP and Beach

RS, 1991b: Phys . Rev . B 44, 1181 4
Bryn-Jacobsen C, Goff J, Cowley RA, McMorrow DF, Wells MR and Ward RCC, 1997 : (to b e

published )
Cable JW, Wollan EO, Koehler WC and Wilkinson MK : 1965, Phys . Rev. 140, A 189 6
Child HR, Koehler WC, Wollan EO and Cable JW, 1965 : Phys . Rev . 138, A 165 5
Cowley RA, 1997 : Proc . of 15th Conference on Condensed Matter of the European Physical

Society, Physica Scripta, (to be published )
Cowley RA and Bates S, 1988 : J . Phys . C 21, 411 3
Cowley RA and Jensen J, 1992 : J . Phys . Condens . Matter 4, 9673
Cowley RA, Jehan DA, McMorrow DF and McIntyre GJ, 1991 : Phys . Rev . Lett . 66, 152 1
Cowley RA, Ward RCC, Wells MR, Matsuda M and Sternlieb B, 1994 : J . Phys . Condens . Matter

6, 2985
Elliott RJ and Wedgwood FA, 1963 : Proc . Phys . Soc . 81, 84 6
Felcher GP, Lander GH, Ari T, Sinha SK and Spedding FH, 1976 : Phys . Rev . B 13, 3034
Gaulin BD, Hagen M and Child HR, 1988 : J . Phys . (Paris) Coll . 49, C8-32 7
Gibbs D, Moncton DE, D'Amico KL, Bohr J and Grier BH, 1985 : Phys . Rev . Lett . 55, 23 4
Gibbs D, Bohr J, Axe JD, Moncton CE and D'Amico KL, 1986 : Phys . Rev . B 34, 818 2
Habenschuss M, Stassis C, Sinha SK, Deckman HW and Spedding PH, 1974 : Phys . Rev . B 10 ,

1020
Hagen M, Child HR, Fernandez-Baca JA and Zaretsky JL, 1992 : J . Phys . Condens . Matter 4 ,

8879
Helgesen G, Hill JP, Thurston TR, Gibbs D, Kwo J and Hong M, 1994 : Phys . Rev . B 50, 299 0
Helgesen G, Hill JP, Thurston TR and Gibbs D, 1995 : Phys . Rev . B 52, 944 6
Jehan DA, McMorrow DF, Cowley RA, Ward RCC, Wells MR, Hagmann N and Clausen KN ,

1993 : Phys . Rev . B 48, 559 4
Jensen J, 1996 : Phys . Rev . B 54, 402 1
Jensen J and Cowley RA, 1993 : Europhys . Lett . 21, 705



54

	

R. A . Cowley and J. Jensen MfM 45

Jensen J and Mackintosh AR, 1990 : Phys . Rev . Lett . 64, 269 9
Jensen J and Mackintosh AR, 1991 : Rare Earth Magnetism : Structures and Excitations (Oxford

University Press, Oxford )
Koehler WC, Cable JW, Wilkinson MK and Wollan EO, 1966, Phys . Rev . 151, 414
Kwo J, Gyorgy EM, McWhan DB, DiSalvo FJ, Vettier C and Bower JE, 1985 : Phys . Rev . Lett .

55, 1402
Larsen CC, Jensen J and Mackintosh AR, 1987 : Phys . Rev . Lett . 59, 71 2
Lin H, Collins MF, Holden TM and Wei W, 1992 : Phys . Rev . B 45, 1287 3
Mackintosh AR and Jensen J, 1991 : in Disorder in Condensed Matter Physics, eds . J .A . Blackman

and J . Taguena (Clarendon Press, Oxford) p. 21 3
Mackintosh AR and Jensen J, 1992 : Physica B 180&181, 1
Noakes DR, Tindall DA, Steinitz MO and Ali J, 1990 : J . Appl . Phys . 67, 527 4
Pengra DB, Thoft NB, Wulff M, Feidenhansl R and Bohr J, 1994 : J . Phys . Condens . Matter 6 ,

2489
Rønnow HM, 1996 : Magnetic Properties of Holmium-Erbium Alloys, Thesis (University of

Copenhagen)
Sherrington D, 1971 : Phys . Rev . Lett . 28, 364
Simpson JA, McMorrow DF, Cowley RA and Jehan DA, 1995 : Phys . Rev . B 51, 16073
Simpson JA, McMorrow DF, Cowley RA, Ward RCC and Wells MR, 1997 : (to be published )
Stewart AM and Collocott SJ, 1989 : J . Phys . Condens . Matter 1, 677
Swaddling PP, 1995 : The Chemical and Magnetic Structure of Rare Earth Superlattices and Thi n

Films, Ph.D . thesis (University of Oxford )
Swaddling PP, Cowley RA, Ward RCC, Wells MR and McMorrow DF, 1996 : Phys . Rev . B 53 ,

648 8
Thurston TR, Helegesen G, Gibbs D, Hill JP, Gaulin BD and Shirane G, 1993 : Phys . Rev . Lett .

70, 315 1
Thurston TR, Helegesen G, Hill JP, Gaulin BD and Simpson PJ, 1994 : Phys . Rev . B 49, 15730
Tindall DA, Adams CP, Steinitz MO and Holden TM, 1994 : J . Appl . Phys . 75, 6318
Tindall DA, Stenitz MO and Holden TM, 1993 : Phys . Rev . B 47, 546 3
Tindall DA, Stenitz MO, Kahrizi M, Noakes DR and Ali N, 1991 : J . Appl . Phys . 69, 569 1
Wang J, Belanger DP and Gaulin BD, 1991 : Phys . Rev . Lett . 66, 3195



MfM 45

	

5 5

Magnetism in the Actinide s

G. H . Lander
European Commission, Joint Research Center, Institute for Transuranium Elements ,
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Abstract

Magnetism involving 5f electrons in the actinides exhibits a bewildering diversity that is difficul t
to fit within any conventional framework . In this article I review briefly some of the significan t
work that has been performed during the last 5 years . From itinerant 5f systems such as UFe2 ,
to heavy-fermions exhibiting non-Fermi-liquid behaviour such as (U,Y)Pd3i to quasi-localize d
materials such as NpBi, to fully localized compounds such as UPd3, the magnetism continues t o
provide both richness and surprises . Neutron scattering, especially inelastic scattering, provide s
the surest method to help define the "state of hybridization" in these compounds . Heavy-fermion
superconductivity remains the most difficult aspect to understand . I argue that the communi-
ties working on both "conventional" actinides and heavy-fermion compounds would benefit fro m
greater contact with each other .

1 Introduction

Characteristically, the title for my talk was chosen by Allan Mackintosh withou t
consulting me . I say characteristically because every time we talked about 5f

magnetism he was searching for a framework into which he could put my remarks .
Being one of the pioneers in establishing a framework, and a highly successful on e
as the elegant book by Jens Jensen and him (Jensen and Mackintosh, 1991) shows ,
for 4f magnetism, he felt (even insisted) that we must find the framework for 5 f
magnetism . He recognized many years ago, of course, that it was not the same a s
that for the lanthanides, but his orderly mind refused to accept what appears to
be a great heap of unconnected facts in 5f magnetism . Thus, I shall accept that
challenge, difficult though it is .

One of the principal techniques for elucidating the magnetic properties of com-
pounds in both the 4f and 5f series is neutron scattering. The results for 4f
systems, with the exception of Ce and some other materials that exhibit interme-
diate valent behaviour, are for the main part understood (Jensen and Mackintosh ,
1991) . The framework of localized moments interacting with each other throug h
the conduction electrons and subject to the crystal-electric fields (CEF) from the
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surrounding ions, explains not only the neutron results, but also almost all th e
bulk property measurements . Of course, neutrons are never the first technique
to be applied to a system, especially the actinides, and they have never, and wil l
never, discover new heavy-fermion compounds, for example . In the end, however ,
until the neutron scattering results can be placed in a framework, the material s
are not understood . The reason for this in magnetism is simple . The neutrons
couple to magnetic moments so they can give us the magnetic structures, which i s
an important manifestation of the ground state, and the energy scale of neutro n
spectroscopy is from 1 to 100 meV, thus allowing information about the excite d
states to be extracted. Given the narrow bandwidths (as opposed to the man y
eV of the transition-metal compounds) of f electrons, whether they be 4f or 5f ,
this is exactly the energy range of importance to learn about the ground and firs t
excited states .

Some start has been made in establishing such a framework in the recent reviews
in the Rare Earth Handbook series (Lander, 1993 ; Holland-Moritz and Lander ,
1994 ; Aeppli and Broholm, 1994) . I shall not repeat information already discussed ,
which represent the situation in 1992, and refer to these chapters rather than th e
original references to save space, but without any intention to slight the origina l
authors !

Before starting with the neutron experiments, it is worth mentioning the "ar -
rival" of x-ray resonant scattering into the study of the magnetism of the actinide s
(Isaacs et al ., 1989, 1990) . This technique is a very exciting one, and one with great
promise for the future, both from the scattering and the dichroism aspects (Lander ,
1996) . So far, the scattering technique has added to our knowledge about the co-
herent lengths in magnetically ordered compounds (Isaacs et al ., 1990), about the
nature of phase transitions (for example, the presence (Langridge et al ., 1994a,b ;
Watson et al ., 1996a), or absence (Nuttall et al ., 1995), of "two length scales" in th e
development of the critical correlations just above the ordering temperature), an d
on the details of the magnetic ordering processes (Langridge et al ., 1994c; Perry
et al ., 1996) . Most of these discoveries are a consequence of the better (than neu-
trons) q-space resolution of the x-ray technique . No new structures have yet been
discovered by x-rays, but the small samples that can be used in x-ray experiment s
should allow diffraction studies of the heavier (> Am) actinides, and also the exam-
ination of thin films and multilayers . In dichroism, the first experiments have bee n
reported (Collins et al ., 1995), but, again, the element specificity and the informa-
tion on the electron states (Tang et al ., 1992) have not been exploited yet to any
appreciable extent . Recently, the first measurement of surface antiferromagnetis m
has been reported (Watson et al ., 1996b,c) with grazing-incidence x-rays on a pol-
ished sample of UO2 . This is an important new frontier, but it addresses question s
of surface rather than of actinide physics . Inelastic magnetic scattering using the
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Figure 1 . A schematic of the bandwidth, W, and spin-orbit splitting, As., for the
d and f series elements . (Taken from Lander, 1993 )

strong resonances is another subject that has not been explored very much (Ice
et al ., 1993) .

We shall, no doubt, hear more from this competitive (or complementary woul d
probably be a better word) microscopic technique in actinide research, but at th e
moment the surest information on the physics of actinides is still coming fro m
neutron scattering experiments .

2 Band 5f electrons

Figure 1 shows the energy scale of two of the most important interactions in th e
magnetism of the various electron series (Lander et al ., 1991) . In the actinides it
may be seen that the spin-orbit and bandwidths are of comparable magnitude .
This is one of the fundamental reasons that the model I discussed earlier is so
difficult to characterize . The 5f electrons fit neither into the schemes devised for
the d-transition metals, where the spin-orbit interaction is a small perturbation o n
the bandwidth parameter, nor into those applicable to the rare earths, where the
reverse is true . We find that actinides have characteristics of both series .

To illustrate this point I start with a compound that can surely be best de -
scribed by the band approach, UFe 2. This compound has the cubic fcc Lave s
phase structure, and some years ago extensive calculations of the properties by th e
single-electron band-structure approach, including spin-orbit coupling and orbita l
polarization, showed that the main properties could be understood if the 5f elec-
trons were treated as band electrons (Brooks et al ., 1988) . This paper even went
so far as to predict an unusual form factor for the U 5f-electrons in this materia l

m
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associated with the cancellation of the orbital and spin contributions to the U mag-
netic moment . This was experimentally verified (Wulff et al ., 1989; Lebech et al . ,
1989), although the magnitudes of the individual contributions to the moment at
the uranium site were smaller than the calculations suggested .

Recently, we studied the dynamics of UFe2 with a large single crystal an d
neutron inelastic scattering (Paolasini et al ., 1996a,b) . Following the extensiv e
work on the isostructural Laves phases of the rare earths, we would expect thre e
modes at low energy. However, only one mode, involving the Fe spins only wa s
found. Some data from an experiment with full polarization analysis at the Institut
Laue Langevin (ILL) are shown in Fig . 2 . Exhaustive searches were made for th e
two other modes, but without success . That the "crystal-field like" mode of the U
moment in the molecular field of the Fe moments was not observed is not a surpris e
- this is an itinerant system . More of a surprise was our inability to find the low -
energy acoustic mode involving both the U and Fe spins . Elementary spin-wave
theory tells us that this mode must be present, but it is probably strongly damped ,
perhaps by the strong coupling to the single-particle (Stoner) modes, or because o f
the unusual coupling of the spin and orbital moments on the uranium site .

The dispersion of the Fe only mode in UFe 2 was found to very steep . Figure 3
shows a plot of the energy of the excitation as a function of q 2 . In a ferromagneti c
the spin wave energies (E) for small q may be written as E = Eo + Dq2 , where Eo
is the spin-wave gap, and the slope of the line gives the value of D, the spin-wave
stiffness . The gap in UFe 2 is small, consistent with the small overall anisotropy of
this material, but the D values are even bigger than found in pure Fe . In linea r
spin-wave theory D can be taken to be a measure of the direct exchange and doe s
not have a strong T dependence, so by this analogy we would expect UFe 2 to have
an ordering temperature even greater (or at least similar to) that found in pur e
Fe. That is not the case, Tc of UFe 2 is a low value of 165 K . Diluting Fe with U
(if that is a justifiable way to consider the Laves phase compound UFe 2 ) has then
had two important effects :

1. To increase the direct exchange interactions between the Fe spins, thus sug-
gesting that high Curie temperature materials with uranium can be made .

2. To increase the temperature dependence of D (see the values in the figur e
caption), which, put another way, indicates that linear spin-wave theory i s
no longer applicable because of the strength of the higher-order interactions .

More studies are planned on UFe 2 . At the moment the spin-wave energies of
the Fe mode have not been observed much above - 7 meV, and certainly extendin g
this in energy may give more information on whether the single-particle modes play
an important role in this itinerant system .
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Figure 2 . Data taken on UFe2 single crystal near the (111) zone center and with full
polarization analysis using the IN14 triple-axis spectrometer at the Institut Lau e
Langevin, Grenoble . The incident neutron wavevector is 1 .55 Å -1 . A horizontal
field of 1 T was used to saturate the sample along a (111) direction . The energy
transfer is 0 .5 meV in neutron energy loss . The instrumental resolution in q-spac e
is shown as a horizontal bar in the lower panel . Solid points are spin flip (magnetic )
and open points are non-spin-flip (non magnetic) . (Taken from Paolasini et al . ,
1996a,b)
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Figure 3 . Analysis of the low-q region for various materials . Dashed line is bes t
fit for pure Fe giving D = 325(10) meV-2 . The dotted curve represent D = 28 0
meV-2 as found for ErFe2 at 295 K ; note that a large gap Eo has been suppressed
in this plot . The two solid lines are fits to UFe2 at 100 and 50 K giving value s
of D = 440(30) and 630(50) meV -2 , respectively. (Taken from Paolasini et al . ,
1996a,b )

Of course, many of the actinide compounds that can be described as band sys-
tems (including the light actinide elements) do not order magnetically because th e
Stoner criterion is not fulfilled . Compounds with Fe, Co, and Ni are an exception
because there is strong exchange involving the d electrons that drives the magneti c
ordering . Other examples of band systems include the 1 :1 :1 compounds, such as
URhAl and URuAI. In these compounds polarized neutrons (Lander, 1993) hav e
shown that an important characteristic is that the d electrons on one of the Rh
(or Ru) atoms are strongly polarized, and give ti 30% of the total moment (Paixå o
et al ., 1993) . This means that the hybridization involves a planar interaction (this
plane being perpendicular to the easy direction of magnetization) and gives a pos-
sible explanation of the large bulk anisotropy found in these materials . Unlike the
itinerant system UFe 2 , these 1 :1:1 itinerant systems exhibit a large anisotropy that
must originate from the large orbital moment of the 5f electrons . Understanding
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the dynamics of such systems is clearly the next step after the experiments on UFe 2
(at least as far as band-like systems are concerned) and we have attempted such
experiments on URKAI . No low-energy spin waves were found . Experiments at
the ISIS spallation source (Hiess et al ., 1996b) show a wide magnetic contribution
centered around 90 meV, see Fig . 4 . There is little theoretical framework within
which to interpret spectra of this sort ; we can speculate that the magnetic con-
tribution arises from the mixed 5f-4d band from the hybridization of the U and
Rh electrons . If this can be considered as the spin-wave gap, see above, then i t
corresponds to an anisotropy field of ti 700 T, which is clearly beyond the reach o f
laboratory magnetic fields, and represents a quite new mechanism of anisotropy .

80

	

100

	

120

	

140
AE (meV)

Figure 4 . Results of experiments with E; = 180 meV and T = 20 K on URhAl .
Open circles are data from the low-angle detectors, the solid line the data from th e
high-angle detectors . The closed circles are the difference . The broken line gives a
fit to a Lorentzian centered at 94(5) meV and with a r/2 = 22(3) meV. The broke n
line is asymmetric because the uranium form factor changes appreciably over thi s
range of energy transfer because of the variation in Q . A sloping background is
also required to give a good fit . This could either be magnetic or from multiphono n
contributions . (Taken from Hiess et al ., 1996b)
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3 Heavy-fermion compounds and the non-Fermi-

liquid state

The correlations that develop, particularly at low temperature, in heavy-Fermio n
(HF) compounds continue to be at the center of much research in condensed -
matter science . The understanding of such compounds falls outside the scope o f
the conventional band-structure approach as their most important feature are th e
correlation effects, which are neglected in single-electron theory. A more complet e
discussion of all the neutron experiments performed on single crystals of HF com-
pounds up to 1992 can be found in Aeppli and Broholm (1994) .

3.1 Two new HF superconductor s

Two new superconducting HF compounds have been found recently, UP 2 A13 and
UNi 2 A1 3 (Geibel et al ., 1991 ; Krimmel et al ., 1992), both which exhibit magnetic
order and then become superconducting at a lower temperature . UPd2 A13 is the
most studied, and has a surprisingly large moment of 0 .85 AB . The magnetic struc-
ture consists of a simple arrangement of alternating + - +- sheets of ferromagnetic
planes stacked along the hexagonal c-axis . The wavevector is q = (0,0,1/2), and
the magnetic moments lie in the basal plane . Experiments on single crystals have
shown that the moments probably lie along the a-axis (Kita et al., 1994 ; Paolasini
et al ., 1994) . No sign of any incommensurate component has been found, unlike
the case of UNi2 A1 3 , in which the magnetic ordering is more complicated and th e
ordered moment is smaller (Schröder et al ., 1994) . UPd 2 A1 3 becomes supercon-
ducting at - 2 K . Although the ordered magnetic structure seems well established
of the UPd 2 A1 3 , the presence (if any) of an interaction between the magnetism an d
superconductivity has been more difficult to find (Petersen et al ., 1994 ; Sato et al . ,
1996), and this is an area of considerable current activity . Clearly on the scale o f
the superconducting temperature Tc ,- 2 K, one might expect effects at the energy
scale of less than 1 meV .

On a different energy scale is the question of whether UPd 2 A1 3 might exhibit
crystal-field (CF) levels, which have been deduced from bulk-property measure-
ments (Böhm et al ., 1993; Grauel et al ., 1992) . Recently, Krimmel et al . (1996)
have reported on a series of experiments at the HET spectrometer at the ISIS spal-
lation source . We reproduce a key figure from their paper in Fig . 5 . It is important
to realize that these data have been corrected for the phonon contribution, whic h
have definite peaks in them, so that given these uncertainties it seems safe to mak e
the statement that there is really no hard evidence for CF levels in this material .
Of course, there are CF interactions in all these uranium materials . However, th e
crucial point about the neutron spectroscopy is that it shows that the CF levels
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Figure 5 . Corrected spectra of UPd2Al3 with an incident neutron energy of E ; = 2 5
meV showing the magnetic intensity at T = 25 K and T = 150 K . The data are fitted
(solid lines) by two Lorentzians, one centered at E = 0 (quasielastic scattering) and
F/2 = 2 .5 meV at 25 K, and 5 .7 meV at 150 K, and the other Lorentzian centered at
23 .4 meV with 1/2 5 meV, and thus being inelastic in origin . The detailed balance
factor is included in the fit . (The FWHM of the Lorentzians is r, consistent wit h
the nomenclature in Holland-Moritz and Lander (1994) ; figure taken from Krimmel
et al., 1996 )

are broadened, perhaps changed substantially, and the rare-earth model does no t
work . The values of P/2 (~ 3 meV at 25 K and 6 meV at 150 K) in UPd2 A13 are
rather small for uranium compounds, see Table 5 of Holland-Moritz and Lander
(1994) where one can see that the values of P/2 for uranium compounds rang e
between 5 and 15 meV. Indeed one is tempted by the data of Fig. 5 to try just on e
Lorentzian of a larger width (P/2 at least 8 meV at 25 K) and it is unfortunat e
that the authors do not show how such a fit looks .

One of the more intriguing theories about UPd 2 Al3 and its superconductivity is
that there are two electron systems that are relevant, both involving 5f electrons .
The first gives the ordered moment, the normal behaviour for the susceptibility, th e
CF level structure, and the second 5f electron system is relevant for the supercon-
ductivity at ti 2 K (Caspary et al ., 1993 ; Feyerherm et al ., 1994) . Corroborating
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evidence for this idea comes from the polarized-neutron study (Paolasini et al . ,
1993) of single crystals . In this work the most interesting results were that the ra-
tio of the orbital to spin orbital moments (p,L/µs) was somewhat below the free-ion
value, and that there is an appreciable positive conduction-electron polarization .
Normally in U compounds (and in all compounds with the lighter actinides) there i s
a negative conduction-electron polarization (Lander, 1993), so that the situation i n
UPd2 A13 is unusual . In contrast to the studies cited earlier on URhAI and URuAl ,
no induced moment is found on the Pd site in UPd2 A1 3 . Certainly, this material
is a long way from the band 5f electrons discussed in the Introduction above .

3.2 New experiments on HF systems

3.2 .1 UPts

A key question in the superconductivity of the HF compounds is whether it is of th e
s- or d-wave form. UPt 3 is perhaps the most-studied compound, and increasing ev-
idence suggests that the superconductivity is unconventional (i .e . not of the s-wave
form) (Fisk and Aeppli, 1993) . Related to this question is how the magnetic order -
ing found in UPt 3 (Aeppli et al ., 1988) interacts with the superconductivity. The
earlier experiments (Aeppli and Broholm, 1994) had shown that the amplitude of
the magnetic moment appeared to be reduced when UPt3 becomes superconduct-
ing, however, it was also possible that there was a change in the magnetic structur e
that went unobserved in the early work . The AF state of UPt 3 has therefore bee n
re-examined (Isaacs et al ., 1995) with both neutron and resonant x-ray techniques .
This study finds that the correlations in the AF state of UPt3 are definitely smalle r
than in a classic long-range ordered materials and range from - 300 to 500 Å ,
as was found also for URu 2 Si 2 . Furthermore, there is definitely a slight reductio n
in the ordered moment when the material becomes superconducting, but neithe r
a change in the direction of the moment nor a different magnetic structure . The
intensities reduce by about 10% when T < Tc . This is important as it shows a
coupling between magnetism and superconductivity . Further than that takes u s
into the realm of the newest theories for d-wave superconductivity.

The inelastic response for UPt 3 has been measured and consists of at least tw o
energy scales . At the highest energy, corresponding to a F/2 ti 9 meV, each U
moment is correlated antiferromagnetically with its six nearest neighbours (Aeppl i
and Broholm, 1994) . On a smaller energy scale (longer time scale) of ['72 0 . 2
meV another characteristic response has been found (Aeppli and Broholm, 1994),
and this has been examined in some detail recently by Bernhoeft and Lonzaric h
(1995) especially as a function of q at low q. The main result is that in this region o f
q-space the form of the function x"(q, w) cannot be understood in terms of a single-
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pole model with a wavevector-independent relaxation spectrum . The response at
very low energies, which is associated with the quasiparticles that establish th e
HF state, accounts for about 20% of x", with the remainder coming in the higher -
energy region. Unfortunately, there is no theory yet that attempts to account fo r
the two energy scales observed in UPt 3 , UBe13 , and USn3 (Holland-Moritz and
Lander, 1994) so it is not easy to make further remarks .

3.2 .2 URu2 Si2

In this material the major question is also related to the co-existence of super -
conductivity and magnetism . There are two major problems to reconcile in UR u 2 S i 2
and they derive from the fact that in the ordered state an interpretation of the in-
tensity of the magnetic Bragg peaks indicates that the ordered magnetic moment
is only 0 .04 AB . However, there is a large jump in the specific heat at TN and
this is an order of magnitude greater than can be accounted for by the mean-fiel d
ordering of such a weak magnetic moment . The second problem is that in the
neutron inelastic spectrum there is a gap in the energy spectrum, and the lon-
gitudinal fluctuations across this gap have matrix elements that correspond to a
moment of 1 .2 AB , and yet the final ordered moment, as we have seen, is much
smaller . These difficulties have led to suggestions that the real order paramete r
may be much more complex, and has not yet been found . In the last 3 years a
number of theoretical papers have been published following this idea, and at leas t
2 experimental papers published (Walker et al., 1993 ; Mason et al ., 1995) trying t o
establish whether any of these theories can be verified . Unfortunately, the exper-
iments have failed to find any indication that the ordering is anything other than
simple dipole . The mystery remains .

3.2.3 UBe13 and NpBe 1 3

UBe 13 is a superconductor at about 0 .9 K and, so far, is the only HF superconductor
in which no magnetic ordering or magnetic correlations have been found . That in
itself is odd, and weakens attempts to build consistent theories for these materials .
Hiess and collaborators (Hiess et al ., 1996a,b) have recently performed experiment s
on NpB e 13 that sheds some light on the problem of the magnetic response function
in metal-Be13 compounds. Some of the data from this study, performed on both
a polycrystalline sample and a small (' 1 mg) single crystal, are shown in Fig .
6 . By using the Mössbauer (on 237Np) and neutron techniques they were abl e
to establish the interesting magnetic structure for the Np atoms shown in Fig . 7 .
The data clearly show that the ordering wavevector is q = (3, 0,0) in this cubi c
system, and this is the same wavevector that is found for the lanthanide-Be n
compounds. It is unusual to find any similarity between magnetic structures of
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Figure 6 . (a) Chemical structure of the MBe1 3 compounds . The two different
Bravais lattices of the M atoms are shown as black and open spheres . Each M
atom is surrounded by a polyhedron of 24 Be atoms (smaller gray spheres) at a
distance of 3 .0 Å . The nearest M-M distance is ao/2 = 5 .12 Å . (b) The main figure
shows the low-angle part of the difference pattern I(T = 1.5 K) - I(T = 10 K )
obtained from the polycrystalline sample . The magnetic reflections are indexed an d
the position of the nuclear (002) peak marked . The insets show (left) the intensity
of the (000)1 satellite as a function of temperature, and (right) the intensities fro m
the single crystal as a function of wavevector at two different temperatures . (Taken
from Hiess et al., 1996a )
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Figure 7. The magnetic structure of NpBe13 . On the left hand-side are show n
the wave forms of the modulations for one Bravais lattice . The long-dashed line
is the (p = 1) first and the short-dashed the (p = 3) third harmonic . They com-
bine together to give the modulation shown by the solid line, which is the envelop e
describing the magnitudes of the magnetic moments . On the right-hand side are
shown three chemical unit cells (the first outlined) . The moments are perpendic-
ular to the propagation direction, and the two sublattices (see Fig . 6a) have thei r
moments perpendicular to each other . (Taken from Hiess et al ., 1996a)

chemically isostructural lanthanide and actinide compounds because the magnitud e
of the interactions are normally quite different in the two series . However, the
conduction-electron response, which is an important parameter in defining th e
ordering wavevector, comes in these compounds primarily from the Be electron s
so that it is not too surprising that the ordering wavevector is a general propert y
of MBe 13 systems, provided that the metal ions have a valence of three . So this
suggests where to begin the search for such correlations in UBe 13 . The magnetic
structures of the lanthanide-Be 13 are, however, quite different from that found in
NpBe 13 . The lanthanide-Ben follow a helical arrangement (Becker et al ., 1985) ,
with all the moments in a plane perpendicular to the propagation direction (see Fig .
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7) ferromagnetically aligned and simply turning from plane to plane . In NpBe 1 3
the arrangement is such that both a ferro and an antiferro component exist . The
most likely structure is shown in Fig . 7 . An interesting aspect of this structure i s
that each Np moment is surrounded by 6 moments that are perpendicular to the
initial one . Thus, the direct exchange term J • J is actually zero . The NpBe1 3
structure does not appear to "square" down to 1 .5 K. This probably indicate s
the importance of the Kondo effect in stabilizing an oscillatory component of th e
moment - a similar situation has been found in NpRu 2 S i 2 (Bonnisseau et al ., 1988) .
Both of these compounds have large terms in the specific heat and are thus heav y
fermions, although there is no indication (yet) that they are superconductors . It
would be interesting to extend the diffraction study of this compound down t o
lower temperatures .

3.3 The non-Fermi liquid stat e

Over the last several years increasing evidence has pointed to the fact that in
many electronic systems the thermodynamic, magnetic, and transport propertie s
are not adequately described by conventional Fermi-liquid (FL) theory . One of
the most important predictions of the latter theory, is that at low temperatur e
the specific heat can be written C = 'yT + AT3 + , so that as T -* 0 the
quantity C/T should tend to a constant, the so-called Sommerfeld coefficient, that
gives the electronic contribution to the specific heat . This theory is based on th e
assumption that the quasiparticles, which in the HF compounds consist of states
involving both the f and conduction electrons, are only weakly interacting . In many
respects the FL theory is found to work for the heavy-fermions, although when th e
measurements are extended to very low temperatures, important deviations ar e
found from FL theory. A similar situation is found in the layered superconductors ,
and this has given rise to many experiments trying to shed further light on thi s
intriguing problem. UBe13 is one of the systems that do not obey FL theory
(Ramirez et al ., 1994), as are compounds based on the solid solutions U xY 1_,Pd3
and UCus_ .

Neutrons give important information on the development of the non-FL groun d
state and some rather interesting experiments have been done on the compound
UCu4Pd (Aronson et al ., 1995) . Some of the data is shown in Fig . 8 . The most
striking property of Fig . 8(a) is the temperature independence of the data . Becaus e
of detailed balance considerations, this constant signal means that the imaginary
part of the dynamic susceptibility, x"(w,T), must have a special form . S(w) and
x"(w,T) are related by S(w) = [n(w) + 1]x"(w,T), where n(w) + 1 is the thermal
occupation factor (Holland-Moritz and Lander, 1994) . Since for T » w, [n(w)+1 ]
T/w, then x"(w,T) (w/T)G(w) and for T «w, [n(w) +11 ' 1, x"(w,T) G(w) .
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Figure 8 . (a) S(w) of UCu 4 Pd at fixed temperatures ranging from 12 to 225 K . Th e
incident energy is 20 meV . Solid lines for energy gain (left-hand side) are calculate d
from the energy loss part of the neutron spectrum by the detailed balance factor .
(b) A plot of X"T 1 / 3 against w/T showing almost universal scaling properties fo r
compounds UCus,Pdx (x - 1 and 1 .5) . Data with w > 25 meV are not included .
Solid line : X " (w,T)T1/3 ti (T/w) 1/3 tanh(w/1 .2T) . (Taken from Aronson et al . ,
1995)
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For energies below a characteristic energy co* it is found that G(w) w-1/3 , and
this idea is at the basis for the representation of the data in Fig . 8(b) . The major
result of this study is that the magnetic response depends only on temperature ,
rather than depending on some characteristic energy - usually associated with th e
Kondo temperature . The inference from these results is that there is a divergenc e
at T = 0, a so-called quantum phase transition .

A rather similar situation of a non-FL ground state has been found in the soli d
solution U xYI _xPd3 (Seaman et al ., 1991, 1992 ; Andraka and Tsvelik, 1991) . At
low uranium concentration (x < 0 .2) these compounds were thought to be spi n
glasses . Since these materials are related to UPd 3 , which I shall discuss later, there
has been an expectation that they exhibit sharp crystal-field transitions betwee n
different states . In fact, as shown by McEwen et al. (1995a), the picture is more
complex. Whereas for x = 0 .45, crystal-fields can be readily seen, they get much
more difficult to observe when the uranium concentration is reduced (and this is no t
simply a dilution effect) as they become much broader in energy space . Initially, the
bulk property measurements were interpreted in terms of the quadrupolar Kondo
effect (Cox, 1987, 1988a,b) . This theory, which has also been applied to UB e1 3
(see Ramirez et al ., 1994), requires that the ground state be non-magnetic. In
particular, for a non-Kramers ion such as U4+ there exists the crystal-field stat e
P3 that meets these requirements . Although the work of McEwen et al . (1995a )
firmly established CF transitions at 5 and 36 meV in both the x = 0 .2 and 0 .45
samples, these measurements were not able to determine the ground state . More
recently, experiments by Dai et al . (1995) have shown that there is a substantia l
amount of quasielastic scattering in both the x = 0 .45 and 0 .2 samples and this i s
inconsistent with the non-magnetic doublet r3 as the ground state, but rather poin t
to the triplet I'5 being the ground state . They did not consider any possible 5f' CF
configurations . In addition, and perhaps quite surprising considering the numbe r
of people who have studied these samples, they found that the x = 0 .45 sample
orders magnetically with a simple doubling of the unit cell . The magnetic structur e
is identical to that found in UPd 4, which also has the same AuCu 3 structure, and
the ordered moments of both compounds are - 0 .7 /1B . Interestingly, the muon
experiments (Wu et al ., 1994) had already indicated that the x = 0 .4 system
contained a magnetic moment, but in the absence of direct diffraction evidence for
its long-range order, there was a belief that the compound was a spin glass . This
study by Dai et al . (1995) went on to observe elastic magnetic correlations in the
x = 0.2 sample at the same reciprocal-lattice vector as the ordering was found i n
the x = 0.45 sample, so that the x = 0 .2 material is certainly close to a magneti c
instability . Furthermore, fluctuations were still seen at E = 0 meV in the x = 0 . 2
sample, so that the CF scheme is probably the same for both values of x, although
the scattering is much reduced in the x = 0 .2 sample, in agreement with the finding
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of McEwen et al . (1995a) . This study by Dai et al . (1995) is a good example of
how a careful neutron study can change completely the ideas about the physics of
a certain material .

4 The progression towards localized 5f electron s

The discussion about how to define localized 5f electrons has been one that ha s
been at the center of actinide research for many years . In many respects the answe r
depends on the measuring technique . As far as neutron scattering is concerned th e
answer is relatively simple: the 5f electrons can be described as localized when
sharp and clear CF excitations can be seen with neutron spectroscopy . This is
a definition that follows the framework of defining compounds containing the lan-
thanide elements, and has the advantage of simplicity . Most compounds containing
lanthanides exhibit sharp, or relatively sharp, CF transitions ; compounds contain-
ing cerium being the one notable exception (Holland-Moritz and Lander, 1994) .
Unfortunately, the only metallic actinide compound (so far) that has been found
to fit readily into this classification is UPd 3 . We do not include here a discussion
of the oxides, which are without doubt localized, even though they exhibit man y
unusual properties (Holland-Moritz and Lander, 1994) .

4.1 Compounds with the NaCl crystal structure

Certainly the most studied examples of compounds in this class are those with th e
NaCl crystal structure and comprising the monopnictides and monochalcogenides .
However, there a number of exceptions . The most notable are the first member o f
this series, UN, which is itinerant (Holland-Moritz and Lander, 1994), and the Pu-
chalcogenides, which are still the subject of much debate, and have been propose d
as showing intermediate-valent behaviour (Wachter et al ., 1991) . However, with
these caveats, the remainder of the compounds, e .g . USb, UTe, NpAs, NpBi, NpTe ,
PuSb, may be regarded as quasi-localized . Although they do not, for the most part ,
exhibit CF excitations, relatively sharp excitations involving the uranium moments
have been found in most of them . A recent review (Lander et al ., 1995) has focuse d
on these compounds so that I will not repeat what is written there . Experiment
and theory are in modest agreement ; the latter having to include a considerable
amount of hybridization between the 5f and conduction-electron states . Recently,
Bourdarot and colleagues (Bourdarot et al ., 1995) have succeeded in seeing sharpl y
defined spin-wave modes in NpBi, but an experiment on an equally good singl e
crystal of NpTe failed to find any excitation . The localization is certainly more
important for the pnictides (N, P, As, Sb, and Bi) than for the chalcogenides (S ,
Se, and Te), and there is always a trend for more localization as one proceeds to
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heavier actinides or anions . The failure, so far, to find excitations in a materia l
like NpTe would seem to be contrary to the above rules since excitations have
been measured in UTe (Lander et al ., 1995) . However, if we are approaching an
intermediate valent behaviour in the Pu-chalcogenides, then the Np-chalcogenide s
may exhibit precursor effects .

The last few years have seen a number of new studies of the phase diagrams o f
the AnX compounds, both with neutrons and with resonant x-rays (Lander, 1996) .
With neutrons two different types of investigations merit discussion . A significant
study of the NpX compounds with elastic neutron scattering has been performe d
by Bourdarot (1994) as part of his thesis work at the Centre d'Etudes Nuclaires ,
Grenoble ; unfortunately, most of this remains unpublished . A new capability has
been developed at the Laboratoire Leon Brillouin, Saclay, to look at single crystals
at low temperature and high pressures up to 8 GPa . Initial studies have performed
on UAs and USb (Goncharenko et al ., 1994 ; Braithwaite et al ., 1996), and are very
promising in trying to understand the development of the complex magnetic struc-
tures (Lander and Burlet, 1995) as a function of pressure, and thus give information
on changes in hybridization as a function of volume .

4.2 Compounds with the AuCu 3 structure

The UX 3 compounds have been of interest for many years and a full discussion
of their properties, as known so far, may be found in the chapters of the Vol . 17
and 19 of the Rare Earth Handbook (Lander, 1993 ; Holland-Moritz and Lander ,
1994 ; Aeppli and Broholm, 1994). In these compounds, as in the NaCl series, the
5f hybridization with the conduction electrons and the anion p states is critica l
in determining the magnetic properties . Like the NaCl compounds they exhibi t
increased hybridization for the lighter anions . UGa3 is classified as a band anti-
ferromagnet, UGe 3 as a band paramagnet, USn3 as a spin-fluctuation system, and
UPb3 close to a localized antiferromagnet . Recently, an effort in the Cadarache
Laboratories of the CEA has led to the production of a number of single crystal s
of the NpX3 compounds, and provided the opportunity for neutron experiment s
to extend our knowledge of the systematics into the Np series . This work is not
yet complete, but initial reports are summarized by Sanchez et al . (1993), wit h
brief details on NpAl 3 (Oddou et al ., 1994), NpGa3 (Bouillet et al ., 1993), NpIn3
(Colineau et al ., 1995), and NpSn3 (Charvolin et al ., 1994) . Large enough single
crystals of NpSn3 are now available for inelastic neutron experiments, and these
will be performed at the ILL shortly. At the moment it is clear that the Np samples
are more "magnetic" than their uranium analogues, which is consistent with ou r
general picture that, for an isostructural series, the hybridization reduces as on e
substitutes a heavier actinide .
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Figure 9 . The ordering temperature deduced from Mössbauer spectroscopy (circles )
and from resistance measurements (squares) versus volume reduction (pressure o n
the top scale) for NpGa3 . The maximum of the derivative dR/dT of the low-
temperature drop in resistance is also plotted (triangles) . The phase diagram, P =
paramagnetic, AF = antiferromagnetic, and F = ferromagnetic is proposed . (Taken
from Zwirner et al ., 1996 )

Within the AnX 3 compounds a rather complete experiment (except for the us e
of neutrons) has been performed on NpGa 3 under pressure (Zwirner et al ., 1996) .
We reproduce from this study the tentative phase diagram under pressure in Fig . 9 .
Perhaps the most startling aspect of this phase diagram is the dramatic increase i n
the ordering temperature TN as a function of pressure above 10 GPa . The increase
has been confirmed directly by Mössbauer spectroscopy up to this pressure, bu t
the technique is not easily applicable above 10 GPa, and TN is taken from a change
of slope seen in the resistivity. The authors explain their many measurements by
assuming that the Np 5f -electrons are initially only weakly hybridized at ambient
pressure, and the increase in TN may be ascribed to the increase of exchange as th e
atoms are pushed closer together . This is consistent with a decrease in both the iso -
mer shift and the quadrupole interaction as measured by the Mössbauer technique
with applied pressure . Of course, at higher pressures the hybridization should star t
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to increase, and this must eventually lead to a 5f band that is too wide to fulfill the
Stoner criterion, and thus a reduction of the ordering temperature . Such an effect
of observing first a dramatic increasing in Tc and then, with further pressure, a
reduction, occurs in UTe (Link et al ., 1992) . Theory (Cooper et al ., 1994) and ex-
periment are in reasonable accord for UTe, and the extent of hybridization required
is consistent also with the neutron inelastic measurements and the observation o f
broadened spin waves (Holland-Moritz and Lander, 1994) . Other pressure studies
have been reported on NpSb (Amanowicz et al ., 1994), and are in preparation for
NpAs (Ichas et al ., 1996) . As the studies of UTe and NpGa 3 illustrate, the use
of pressure gives a considerable amount of new information . These are hard ex-
periments with neutrons . The higher pressures can only be obtained with sample s
almost too small to be useful for neutron scattering . It is an area that in futur e
may be exploited by using the resonant x-ray technique, except that this too has it s
disadvantages . At the resonant energy of 4 keV photons are strongly absorbed ,
and it will require great ingenuity to make a pressure cell inside a cryostat an d
still allow such photons to enter and diffract from the single crystals . However ,
the advantage is that the x-ray intensity from modern synchrotron sources is muc h
greater than can ever be conceived with neutrons .

4 .3 Localized 5f electrons in UPd 3

UPd3 stands out as an extraordinary exception in the actinides (Holland-Morit z
and Lander, 1994) as it clearly can be described starting from a localized 5f'
configuration . Crystal fields were first observed many years ago and much of the
work at Chalk River National Laboratories is published in Buyers and Holde n
(1985) . The structure of this material is not cubic AuCu 3 as discussed in the las t
section, but rather has the double hexagonal close-packed structure in which ther e
are two different sites for the uranium ions .

In the last few years the transitions at low temperature have been examined
in more detail by McEwen and his colleagues and the theory has been worke d
out by Walker and colleagues . Steigenberger et al . (1992)and McEwen et al . (1993 ,
1995b) have reported both inelastic and elastic neutron scattering . Two transitions
take place at low temperature ; the first at TI 6 .7 K involves the ordering of the
quadrupoles of the uranium ions ; the second at T2 ti 4 .5 K involves magnetic order-
ing with a very small magnetic moment . The superlattice reflections that appear
on cooling at TI arise from the modulated ionic displacements which accompan y
the quadrupolar modes : neutrons do not couple directly to the quadrupolar mo-
ments. This phase transition has been examined from a group theoretical poin t
of view in a series of papers (Walker et al ., 1994 ; Kappler et al ., 1995 ; Luettmer -
Strathman et al ., 1995), and special attention has been given to the results of
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experiments when a symmetry breaking field (either magnetic or uniaxial stress ,
for example) is applied . The combination of theory and experiment have now led
to the triple-k quadrupole ordering given by Fig . 10. Quadrupolar ordering has
also been observed in U0 2 (Lander, 1993), but occurs at the same temperature a s
the magnetic ordering . However, such orderings at higher temperatures than th e
magnetism are not confined to the actinides ; they may be found for a number o f
lanthanide compounds (Morin and Schmitt, 1990) . This work on UPd3 illustrate s
the extreme complexity when the quadrupolar moments are the driving force fo r
the phase transitions . Such quadrupole moments are large in f systems (Morin and
Schmitt, 1990), and may significantly affect both the final magnetic structure a s
well as the nature of the transitions. That these quadrupolar effects have not (yet )
been observed in systems such as UBe 13 is only because there are other, more im -
portant, interactions involving the hybridized f-conduction-electron states in tha t
material .
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5 Discussion

A framework for the magnetism of the 5f electrons in the actinides still elude s
us . A key parameter is the extent of hybridization, a . Unfortunately, this may
take place either with the conduction-electron states (as, for example, dominate s
in most of the heavy fermions) or with the p- or d-states of neighbouring anions
(as, for example, is believed to be the basic mechanism in the AnX 3 compounds) ,
and it is difficult to distinguish which is the most important for any particula r
property that is being measured . Certainly introducing a single parameter ,a is
too naive . However, what I have tried to show in this article is that if we start
from the Jensen-Mackintosh (1991) picture of localized f electron behaviour, then
the hybridization is zero (or very small) and this explains the magnetism of UPd 3 .
With increasing ,a we come to the compounds of the form AnX and AnX3 . A
still further increase of a, especially with respect to the conduction-electron states ,
takes us to a magnetic instability and the possibility of the heavy-fermion state .
Why some of these materials should be superconducting remains a mystery, but i s
believed to be due to the quasi-particles (involving hybridized 5f and conductio n
states) forming unconventional (i .e . non s-state) pairs at the lowest temperature
(Aeppli and Broholm, 1994 ; Aeppli et al ., 1988 ; Cox and Maple, 1995 ; Lonzarich ,
1996) . A further increase in a takes us to the truly itinerant 5f electron states ,
such as UN, UFe 2 , possibly UGa 3 , and allows the reduction of the orbital momen t
(Lander et al ., 1991), and the understanding of the magnetism in terms of th e
local-density approximation (Johansson and Skriver, 1996 ; Brooks, 1996) .

Many different factors determine where a particular actinide may fit into thi s
loose framework . More work, both experiment and theory, lies ahead to attempt
to make such a framework quantitative .
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Crystal Fields in Metallic Magnetis m
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Abstract

The magnetic structure and excitations of praseodymium are reviewed. Two phenomena which
cannot be understood within the standard model of rare earth magnetism are discussed . Thes e
are the quasielastic peak which is present in both the paramagnetic and antiferromagnetic phases ,
and the excitations which accompany the crystal field excitations near the Brillouin zone centre .
We also review the properties of the localised moment compound UPd3 , and discuss the nature
of the quadrupolar phases observed in this system .

1 Introduction

The crystal field interaction is an essential component of the standard model o f
rare earth magnetism, which Allan Mackintosh put forward. In this model, the 4f
electrons are localised, with ground state multiplets determined by Hund's rules .
Their magnetic moments interact with their surroundings through the single-io n
crystalline electric field (CEF) interaction, which removes the degeneracy of th e
J, Jz ) ground multiplet . The f-electrons and the conduction electrons are weakly

coupled, leading to the two-ion indirect RKKY exchange . Other interactions, such
as the magnetoelastic and hyperfine interactions, and the classical dipolar cou-
plings, are assumed to be relatively weak . A full account of the standard mode l
and its application to the structures and excitations of the rare earths was given by
Jens Jensen and Allan Mackintosh in their book (Jensen and Mackintosh, 1991) ,
which reviews the field up to 1991 .

CEF effects play a profound role in the magnetism of the light rare-earth met-
als, and in this paper I will examine new results which have been discovered sinc e
1991 . Some of these results provide a stringent test for the standard model, an d
suggest that the model breaks down when the coupling with the conduction elec-
trons becomes sufficiently strong that the 4f states develop a significant band-lik e
component . Indeed Allan Mackintosh recognised this effect was central to an un-
derstanding of cerium, which he called a 4f band metal (Mackintosh, 1985) . I shall
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also discuss some actinide compounds in which clear evidence for localised momen t
magnetism and CEF effects have been observed .

2 Praseodymium

Pr is in many respects the apotheosis of the standard model of rare earth mag-
netism: although it has been extensively studied for many years, new aspects o f
its magnetic behaviour have been discovered in the past five years . In particular ,
there are now two well-established phenomena which cannot be understood withi n
the standard model, and we shall discuss them in some detail, after a brief outlin e
of the essential properties of this element.

The crystal structure of Pr is double-hexagonal close-packed, with locally hexag -
onal and cubic sites . The first model for the CEF splitting of the 4f 2 , J = 4 ground
multiplet, was put forward by Bleaney (1963), based on heat capacity and suscep-
tibility data from polycrystalline samples . Singlet ground states at both sites were
proposed . With the advent of single crystals in the 1970s, the magnetic excita-
tions and bulk properties (magnetisation, susceptibility) were studied . The leve l
scheme of Rainford and Houmann (1971), subsequently refined by Jensen (1979) ,
accounts well for the observed properties . On the hexagonal sites, the ground state
is 1 Jz = 0) with the first excited (doublet) states of ~Jz = ±1) at 3 .5 meV. On
the cubic sites the ground state is also a singlet separated by 7 .5 meV from the
excited r4 triplet. The overall splitting of the J = 4 multiplet is about 15 meV .
This level scheme accounts for a large anisotropy of the moments on the hexagona l
sites in a magnetic field . At low temperatures, there is thus no moment induce d
on the hexagonal sites by a field along the c-axis until the Zeeman splitting bring s
about a level crossing of one of the excited states with the singlet state . Such a
metamagnetic transition, resulting in a large increase in the magnetisation, wa s
found by McEwen et al . (1973) to take place at 32 tesla .

The criterion for magnetic ordering in a singlet ground state system may b e
easily seen from the inverse magnetic susceptibility in a mean field approximation :

r 2g2~Ba2

L

where A is the energy gap between the ground and first excited CEF state, and a
is the matrix element (el Jg lg) connecting them. The criterion for the divergence of
x-1 and hence magnetic ordering is

x-1 ( g ) =

	

A

> 1
O

2J(q ) g2 ttla2
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i .e . the exchange energy divided by the crystal field splitting must exceed a critica l
ratio. A comprehensive study of the magnetic excitations in Pr at 6 K was carried
out at Risø by Houmann, Rainford, Jensen and Mackintosh in the 1970s . Their
measurements (Houmann et al ., 1979) revealed a strong dispersion of the crystal
field excitations (called magnetic excitons) with a well defined minimum along the
PM direction. From the energy of this incipient soft mode, it was deduced tha t
the exchange is some 92% of the critical value for ordering .

Magnetic ordering in Pr thus requires either a reduction in the CF splitting
(A) or an increase in the exchange J(Q) . Jensen's suggestion that a suitably
applied uniaxial stress might induce ordering in Pr was exhaustively investigate d
by McEwen, Stirling and Vettier in experiments (McEwen et al ., 1978, 1983a ,
1983b) at the ILL . These demonstrated that only a very modest uniaxial pressure ,
e .g . 1 kbar (100 MPa), along the a-axis is required to split the excited doublet
and produce a large ordered moment (Ri 1 ,a B ) . In the pressure-induced magneti c
structure the moments are longitudinally polarised along the real-space b directio n
in an incommensurable structure whose wave vector is q = 0.13r100, and are also
coupled antiferromagnetically along the c-axis . Under pressure, the excitations
showed a pronounced softening, and became overdamped around the critical wav e
vector (Jensen et al ., 1987) .

Magnetic ordering in Pr may also be produced by another mechanism, via th e
hyperfine coupling . Since the nuclear spin of Pr (which exists naturally only a s
the single isotope 141Pr) is I = the Curie susceptibility of the nuclear spins will
diverge at sufficiently low temperatures and the coupling AI • S to the electronic
moments will eventually lead to their order, as predicted by Murao (1971, 1975 ,
1979) . Experiments at ILL (McEwen and Stirling, 1981) and Risø (Bjerrum Mølle r
et al ., 1982) in the 1980s demonstrated this effect in principle, but cryogenic diffi-
culties restricted the range of the measurements to just below the Néel temperature
of TN ~50mK .

The onset of magnetic ordering in Pr is, however, most unusual . Already at
temperatures far above TN , fluctuations appear at a wave vector of q 1 = 0.105r1oo ,
as seen in the neutron scattering data shown in Fig . 1 . These fluctuations grow as
the temperature is reduced, and then a second peak appears at q 2 = 0.13rloo . It
is this latter peak which is eventually the signature of the long-range order, bu t
the first peak continues to grow, albeit at a slower rate, and coexists in the ordere d
phase . Its q-width is greater than the experimental resolution so it is not truly long
range: it is known as the broad, central or quasielastic peak, and it cannot easil y
be understood within the standard model . The coexistence in the ordered phas e
of a resolution limited magnetic satellite peak at one wave vector, and a broade r
peak at a different wave vector is a phenomenon unique to Pr .

More recently, we have extended these studies to temperatures well below TN



82

	

K. A . McEwen

	

MfM 45

. rool]

	

Pr [g 0 1 ]

tool)~ .

120 0

100 0

80 0

- 60 0

40 0

200

z
•

	

o

200

1.25 K

Figure 1 . Elastic neutron scattering scans through (q, 0, 1) in Pr as a function o f
temperature, measured on the IN2 spectrometer at the ILL, Grenoble, from McEwe n
and Stirling (1981) . The data have been fitted to two gaussians . It is now clear that
the lowest sample temperature was significantly above 30 mK .

in a collaboration with the group at HMI Berlin, and have succeeded in carryin g
out both elastic and inelastic neutron scattering measurements on Pr at tempera -
tures down to 9 mK (Moolenaar et al ., 1997) . We have confirmed that the central
peak coexists with the satellite peak in the truly long-range ordered phase, and
were at last able to measure the saturation intensities of the magnetic satellite an d
central peaks . Figure 2 shows elastic scattering scans through the (q, 0, 3) posi-
tion, which may be directly compared with the earlier ILL data . We see that at
175 mK, the broad peak is centred around q 1 = 0.105rr 1oo, as in Fig . 1, although it
is clear that this part of the scattering function is not particularly well modelled by
a single Gaussian, and the satellite peak is centred at q2 = 0.13r1oo . However, at
lower temperatures, the broad peak component is best fitted by a Gaussian func-
tion whose centre moves steadily towards the satellite wave vector, which remain s
essentially fixed at 0 .13r1oo .

Figure 3 presents the temperature dependence of the ratio of the integrated
intensity of the (q2 ,0,1) and (q2 , 0,3) magnetic satellite peaks, normalised to the
intensity of the (1, 0, 0) nuclear Bragg reflection . There is good agreement between
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Figure 2 . Elastic neutron scattering scans through (q, 0,3) in Pr as a function o f
temperature, measured on the V2 spectrometer at the HMI, Berlin, from Moolenaar
et al . (1997) . The data have been fitted to two gaussians .

10
2

	

1 0
3

Temperature [mKl

Figure 3 . Temperature dependence of the integrated intensity of the satellite peaks
at (q2,0,1) and (q2,0,3), normalised to the intensity of the (1,0,0) Bragg peak ,
from the data of (o) McEwen and Stirling (1981) and (0) Moolenaar et al . (1997) .
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Figure 4 . The magnetic field dependence of the in-plane and out-of-plane satellite s
in Pr, measured at T = 10 mK, on the V1 diffractometer at the HMI, Berlin, from
Moolenaar et al. (1997) .

the measurements at HMI and at ILL, which were made 15 years apart . We deduce
the saturation moment to be 0 .54 ± 0 .1 ttB, assuming that the magnetic structure
comprises three equally populated domains . This is in reasonably good agreement
with the T = 0 moment of 0 .6 µB , calculated by Jensen (Jensen and Mackintosh ,
1991) .

The magnetic structure may be described b y

m (ri) = m ll sin (Q • ri + Øb) -i- m1 â sin (Q • ri + Ç a)

where mdenotes a moment parallel to one of the three real-space b directions ([100]
in reciprocal space), and m1 is a moment along the perpendicular a direction. The
ordering wave vector Q is that of the magnetic satellites, i .e. q 2 = 0.137 100 .

The results discussed above have shown that the intensity of the broad pea k
follows that of the satellite peak, as a function of temperature . A particularly
interesting new result was the discovery that the magnetic field dependence of th e
two peaks differs . In the experimental configuration used for these studies, the P r
single crystal was mounted with (real-space) b and c directions in the horizonta l
scattering plane of the neutron spectrometer . In this way, diffraction peaks from
one domain of the magnetic structure lie in the scattering plane (the in-plan e

satellites) . The magnetic moments of the other two domains lie at ±60° out of th e
horizontal plane, but some of their diffraction peaks (the out-of-plane satellites)
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Figure 5 . Comparison of (q, 0, 3) scans for Pr at T = 15 mK, prepared in the multi -
domain (zero-field cooled) and single-domain (field cooled) states, from Moolenaar
et al . (1997) .

may nevertheless be accessed by an appropriate tilt of the cryostat or the detector .
With the sample at a temperature well below TN , a magnetic field was applied in th e
vertical direction selecting, as expected for an antiferromagnet (see, for example ,
McEwen and Walker, 1986), the domain for which the magnetic moments wer e
perpendicular to the field . Figure 4 shows the consequent increase in intensity o f
the in-plane satellite reflection, and the concomitant decrease of the out-of-plane
reflections . At 10 mK, a field of 0 .2 tesla suffices to produce a single domai n
structure. A single domain phase can also be prepared by cooling the sampl e
through TN in a magnetic field and then reducing the field to zero. Figure 5
illustrates the results of a (q, 0, 3) scan for the single domain sample of Pr a t
15 mK, prepared by field cooling, together with a similar scan for the multi-domain
state, measured after the sample had been cooled in zero field . Whilst the satellit e
component has an intensity in the single domain state close to three times that o f
the multi-domain sample, as expected, the intensity of the broad peak componen t
is clearly the same in both the single domain and multi-domain cases . This result
is undoubtedly significant, and requires further theoretical understanding .

The field dependence shows that a field in the basal plane leads to a rapid
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(0,0,4)

	

H= 0

Figure 6 . Inelastic neutron scattering spectra for Pr at T = 4 .2 K, for wavevec-
tors from (0,0,4) to (0,0,3 .80), measured on the TAS7 spectrometer at Risø, fro m
(Clausen et al ., 1994a, 1994bb) . The data have been fitted to Lorentzian function s
convoluted with the experimental resolution .

reduction in satellite intensity . At 10 mK the magnetic moment is quenched in a
applied field of 0 .5 T . The effect of the magnetic field is twofold . Firstly the energy
of the crystal field excitations is increased slightly, leading to a reduction in the
ratio of exchange to crystal field splitting . The second effect is more significant :
the nuclear moments are strongly polarised by the applied field since the effectiv e
field seen by the nuclei is enhanced by a factor of about 40 (see p . 351 of Jense n
and Mackintosh, 1991) . Due to this strong polarisation the susceptibility of th e
nuclear moments is substantially reduced . The combined effect of these factors i s
to reduce TN to below 10 mK and hence the satellite intensity due to long range
order disappears .

Another feature of Pr which cannot be understood within the standard mode l
was discovered in a series of experiments at Risø which were carried out shortly
after the redevelopment of the cold neutron guide produced a major increase in th e
neutron flux at the triple-axis spectrometer TAS7 . In the paramagnetic phase, the
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4,

Figure 7 . Dispersion relations for the magnetic excitations in Pr in the c-direction ,
as a function of q in units of Tool , from (Clausen et al ., 1994a, 1994b) . For both
the cubic and hexagonal sites, a lower energy satellite excitation hybridizes with the
single branch of crystal field excitations predicted by the standard model .

crystal field excitations (magnetic excitons) broaden at wave vectors q approaching
the zone centre, as was first reported by Houmann et al . (1979), and discussed
in Jensen and Mackintosh (1991) . This broadening is most easily observed along
the c-direction, where the standard model predicts only one mode on each of th e
hexagonal and cubic sites . However, a careful study of the linewidths of thes e
excitations at 4.2 K, made after the flux increase, revealed evidence of a secon d
mode, as shown in Fig. 6, for wave vectors from q = 0 to q = 0 .15 (Clause n
et al ., 1994a, 1994b) . This second mode (the mode has been named a "satellite
excitation", but this name is a source of potential confusion, since the mode is no t
directly linked to the elastic satellite peaks) appears to have an energy of 1 .0 meV
less than the 4f mode at the zone centre, but rises rapidly to hybridise with it .
Similar behaviour was found around q = 0 for the cubic site excitations . The
relevant dispersion relations are illustrated in Fig . 7 .

Measurements of these excitations in a field along the a-axis showed that their
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Figure 8 . Magnetic field dependence of the width of the hexagonal site excitation s
in Pr at (0, 0, 4), from (Clausen et al ., 1994a, 1994b) . The open circles correspond t o
the lower branch (satellite excitation) in Fig . 7, and the closed circles to the uppe r
branch (standard model crystal field excitation) .

width is rapidly reduced in an applied magnetic field (Clausen et al ., 1994a, 1994b) .
In particular the width of the lower energy excitation shows a sharp drop betwee n
1 and 2 tesla (see Fig . 8) . It is interesting to note that this corresponds to th e
magnetic field at which the central peak is quenched (see Fig . 9) .

Neither the broad peak observed close to the magnetic satellite wave vector, nor
the extra excitations found in the paramagnetic phase of Pr can be explained withi n
the standard model of rare-earth magnetism . The most plausible explanation fo r
these phenomena is that they have their origin in a hybridization of the 4f electrons
and the conduction electron states : a calculation of x(q, w) with this hybridizatio n
is therefore required, and we hope that our experiments will stimulate furthe r
progress in this direction.

3 Crystal fields in the actinides

The standard model developed for the rare-earth metals cannot be generally ap-
plied to the interpretation of the magnetism of the actinides . The strong spd-f
hybridization present in these materials means that the basic assumption of the
standard model, of localised moments and conduction electrons relatively weakly
coupled to them, is not normally valid . However, there are a small number of
actinide compounds which do exhibit a good approximation to localised momen t
magnetism and it is interesting to examine how far the standard model can b e
applied in these cases . One particularly important example of such a system is th e
uranium intermetallic compound UPd 3 .
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Figure 9 . Magnetic field dependence of the intensity of the broad peak in Pr at
q l = 0 .1057100, measured in the paramagnetic phase at 1 .8 K .

3 .1 UPd 3

Like Pr, the crystal structure of UPd3 is double-hexagonal close-packed . The elec-
tronic configuration is 5f2 , as confirmed by the intermultiplet transitions observe d
in high energy neutron spectroscopy (Bull et al ., 1996) . The peak at 380 meV i s
attributed to transitions from the 3H4 ground multiplet to the excited 3F2 multi-
plet . This result may be compared with the heavy-fermion compound UPt 3 , where
inelastic neutron spectroscopy showed the equivalent transition to be very muc h
weaker, as expected due to the band-like character of its 5f electrons . Magneti c
excitations at lower energies (1-20 meV) were first observed in UPd 3 by Buyer s
and Holden (1985) who interpreted them as crystal field excitations . As in the
case of Pr, there appear to be singlet ground states on both the hexagonal an d
cubic site ions, but in contrast to Pr, the higher lying modes (at 15-20 meV) aris e
from transitions on the hexagonal sites, whilst the modes at 1-3 meV originat e
on the cubic sites . The overall splitting of the ground multiplet is some 40 meV,
considerably greater than found in Pr or other rare-earths .

The presence of at least two phase transitions in UP d 3 has been known for some
time : heat capacity (Andres et al ., 1978) and thermal expansion measurement s
(Ott et al ., 1980) indicated transitions around 7K and 5K . More recent thermal
expansion (Zochowski and McEwen, 1994) and magnetization (McEwen et al ., 1994;
Park and McEwen, 1997) measurements on single crystals have confirmed thes e
transitions and revealed the existence of a third transition near 8 K .

The magnetic susceptibility of the hexagonal and cubic site ions may be de-
termined separately, by polarised neutron diffraction measurements in a magneti c
field. Figure 10 shows the magnetic moment on the two uranium sites of UPd 3 , in

7
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Temperature (K)

Figure 10 . Magnetic moment on the hexagonal and cubic sites in UPd 3 in a field of
4 .6 T along the a-axis, as a function of temperature, measured on the D3 diffrac-
tometer at the ILL, from Park et al . (1997) .

a field of 4 .6 tesla along the a-axis, measured with the D3 diffractometer at the ILL
(Park et al ., 1997) . The anisotropy between the two sites is striking : whilst the
moment on the hexagonal sites varies little below 100 K, the cubic site moment in -
creases steadily as the temperature is reduced . This behaviour of the moments can
be understood within the crystal field scheme described above . The relatively small
values of the magnetic moments (particularly on the hexagonal sites) means that i t
is not practical to determine accurately the details of the moment variations on th e
two sites near phase transitions . However, the bulk magnetization measurement s
on UPd3 single crystals, shown in Fig . 11 (McEwen et al ., 1994) clearly reveal the
phase transitions at Tl = 7 K and T2 = 4.5 K in the measurements for fields alon g
the a-, b- and c- axes .

In their early neutron diffraction experiments at Chalk River, Buyers an d
Holden (1985) discovered new reflections below Tl at positions (h + , 0, .e) in recip-
rocal space . Subsequently, Steigenberger et al . (1992) carried out a more detailed
investigation, using polarised neutron diffraction techniques . They found that th e
temperature dependence of reflections such as (,0,3) and g, 0,4) also showed
anomalies at the transition at T2 . Most significant was the finding that the scatter -
ing cross-section for these superlattice reflections was non-spin-flip, demonstrating
that their origin was structural, rather than magnetic .

This result indicates that the primary order parameter is quadrupolar . It is the
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Figure 11 . Magnetization of UPd 3 in a field of 1 T applied along the a-, b- and
c-axes, from McEwen et al . (1994) .

periodic lattice distortions produced by the ordering of the quadrupolar moments
which couple to neutrons and give rise to the superlattice reflections . The develop-
ment of quadrupolar ordering is consistent with a crystal field model for UPd 3 in
which the ground states at both the hexagonal and cubic sites are singlets . Each
uranium ion may have, in general, five independent quadrupole moments which
we denote by Qzz , Qy2 _y2 , Qxy, Qyz and Q . Above the ordering temperature ,
the only quadrupole moment which has a non-zero expectation value is Qzz . With
four uranium ions per unit cell in the dhcp crystal structure, there are 20 linearl y
independent . quadrupolar symmetry modes . The group theory analysis of Walke r
et al . (1994) showed that this permits 8 possible order parameters . By comparin g
the observed intensities of the (h + 2 , O, L) superlattice reflections with those ex-
pected for the possible order parameters, it was deduced that the order paramete r
has B29 symmetry. The doubling of the unit cell means that the structure is, o f
course, antiferroquadrupolar (AFQ), and Be y symmetry implies that the possibl e

7*
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Figure 12 . The antiferroquadrupolar structure of UPd3 , as described in the text .

components of the structure are a combination of Qx2_y2, Qzx and Qzz quadrupo-
lar moments on the cubic sites and Q z7 quadrupolar moments on the hexagonal
sites . The presence of weak reflections at g, 0, 0) was attributed to the structur e
being triple-q, and the AFQ structure is illustrated in Fig . 12 . In this figure, the
shaded ellipsoids represent the charge densities of the 5f2 electrons at the uranium
sites, for a section of the basal plane . The doubling of the chemical unit cell and
the triple-q nature of the structure are obvious . The arrows do not denote dipo-
lar moments, which are of course absent in this phase, but indicate the directio n
about which the charge densities are tilted out of the basal plane to produce Q z x

components . The charge densities without arrows are not spherical, but rather ar e
spheroidal due to the Qzz component .

The magnetic phase diagrams for UPd3 have been deduced from thermal ex-
pansion measurements made in constant magnetic fields (Zochowski and McEwen ,
1994) and magnetization studies (McEwen et al ., 1994; Park et al ., 1997) . It is now
clear that there exist three transitions, at temperatures (in zero magnetic field) o f
7 .8 + 0 .2 K, 6 .8 + 0.1 K and 4.4 f 0 .1 K. We shall denote these temperatures b y
To, Tl and T2 , respectively . The transition at To is most apparent in the ther-
mal expansion (Zochowski and McEwen, 1994) but careful examination shows it i s
present also in the susceptibility data (Park and McEwen, 1997) . A re-examination
of the neutron scattering data published in Steigenberger et al . (1992), confirmed
in more recent measurements, reveals that the g, 0, 3) peak appears at a higher
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temperature than the (,o,4) peak . The magnetic field dependence of the thre e
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Figure 13 . Magnetic phase diagrams of UPd 3 for fields along the a-axis and c-axis ,
from (Park and McEwen, 1997) .

transition temperatures has been mapped out by following the anomalies associ-
ated with each of them. Figure 13 shows the phase diagrams for fields along th e
a-axis and c-axis (Park and McEwen, 1997) .

Having mapped out the phase diagrams by macroscopic measurement tech-
niques, we have begun to investigate them by neutron diffraction studies in a
magnetic field . Figure 14 shows measurements made at Risø of the temperature
dependence of the (2, 0, 1) and (2, 0, 2) peaks for UPd 3 in a field of 4 tesla applied
along the vertical a-axis perpendicular to the horizontal scattering plane McEwe n
et al . (1997). It is clear that the scattering at (Z,0, 1) develops below To, wit h
a small but distinct anomaly at Tl, whereas the much less intense (,O,2) peak
develops only below Tl . The intensity of this latter peak drops precipitously at 7'2 ,
as shown in the figure .
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Figure 14 . Temperature dependence of the (, 0, 1) and (,o,2) reflections i n
UPd 3 in a field of 4 T applied along the a-axis perpendicular to the scatterin g
plane, measured on the TAS7 spectrometer at Risø, from McEwen et al . (1997) .

The intensities of these reflections in a magnetic field are greatly enhance d
over their zero field values, indicating the presence of magnetic scattering in thi s
case . Again we have employed polarised neutrons to determine the origin of th e
superlattice reflections. Experiments at ILL have demonstrated that the (2, 0,1)
scattering between To and Tl is entirely non-spin-flip (Steigenberger et al ., 1997) .
In the experimental configuration used (which was as for the measurements shown
in Fig. 14), this result implies that the neutron scattering for To > T > Tl may
arise both from structural components and from magnetic moments parallel to th e
direction of the neutron polarisation (i .e . the a-axis direction of the magnetic field) .
Since the intensity of the(2, 0,1) reflection is so much greater than in zero field ,
where it is due to the structural distortion only, we may deduce that the magnetic
field has induced a ferrimagnetic structure with the moments parallel to the fiel d
direction. When an a-axis magnetic field is applied to a quadrupolar structure of
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symmetry B 29 , the induced magnetic structure is expected to have A 9 symmetry
(Walker, private communication), and a detailed analysis of the diffraction dat a
confirms that this is indeed the case .

As mentioned earlier, UPd3 is a rare example of a metallic actinide system fo r
which well-defined magnetic excitations have been observed, and this evidence pro -
vides important justification for using a crystal field model to interpret its magneti c
properties . The excitations with energies in the 1-3 meV range arise from crystal
field transitions propagating on the cubic sites . Their dispersion and temperatur e
dependence through the phase transitions has been studied (McEwen et al ., 1993) .

In our consideration of uranium compounds, we have concentrated on UPd 3 .
However, it should be noted that crystal field effects have been considered in a fe w
other uranium intermetallic compounds . The system U xYl_xPd3 has attracted
much attention because of its non-Fermi liquid behaviour for compositions near
x = 0 .2 . However, clear evidence for crystal field like excitations at energies of 2-
5 meV and 36-40 meV has been found in Uo .45Yo .s5Pd3, and the evolution of thes e
with uranium composition has been studied (McEwen et al., 1995) . Another system
in which crystal field excitations have been observed is the heavy fermion compound
URu 2 Si2 (Broholm et al ., 1987, 1991) . The nature of the order parameter at the
17 .5 K phase transition in URu 2 Si 2 is the subject of current investigation by several
groups. A crystal field model has been employed (Santini and Amoretti, 1994) t o
understand the transition but this explanation remains controversial .
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Rare Earth Superlattice s

D . F . McMorrow
Department of Solid State Physics, Risø National Laboratory,

DK-4000 Roskilde, Denmark

Abstract

A review is given of recent experiments on the magnetism of rare earth superlattices . Early
experiments in this field were concerned mainly with systems formed by combining a magneti c
and a non-magnetic element in a superlattice structure . From results gathered on a variety o f
systems it has been established that the propagation of magnetic order through the non-magneti c
spacer can be understood mostly on the basis of an RKKY-like model, where the strength and
range of the coupling depends on the details of the conduction electron susceptibility of th e
spacer . Recent experiments on more complex systems indicate that this model does not provid e
a complete description . Examples include superlattices where the constituents can either be both
magnetic, adopt different crystal structures (Fermi surfaces), or where one of the constituents ha s
a non-magnetic singlet ground state . The results from such systems are presented and discusse d
in the context of the currently accepted model.

1 Introduction

The first rare earth superlattices were produced by molecular beam epitaxy (MBE )
a little over a decade ago . The initial results from these systems had an immediat e
impact on the field of magnetism in metals, in that they provided a new windo w
on the nature of the magnetic coupling in the metallic state . This early work
also helped to stimulate studies of transition metal superlattices, which eventuall y
resulted in the discovery of the giant magneto-resistance effect (Baibich et al . ,
1988) .

Two of the key early papers in the field of rare earth superlattices were bot h
concerned with the magnetism of a system formed from a magnetic element in-
terleaved with a Y spacer block. (Y is an almost ideal element for these studie s
as it has the hcp structure and is well latticed matched (R.: 2%) with the heavy
rare earths .) The idea behind these experiments was to investigate how the mag-
netic order is transmitted through the spacer block . In the case of Dy/Y it was
discovered by Salamon et al . (1986) that the helical order adopted by the Dy 4f
moments propagates coherently through the Y block . A natural explanation for
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this observation was an RKKY-like coupling between the Dy blocks through the
Y (see, for example, Yafet et al ., 1988) . Although Y is itself non-magnetic it doe s
have a large peak in its conduction susceptibility, x(q), at about the same position
as the ordering wave vector in Dy (Liu et al ., 1971) . Thus, when the 4f moment s
in the Dy block order, they spin polarize the conduction band of the Y to form a
spin-density wave, and it is this spin-density wave that carries information on th e
order from one magnetic block to the next . In this view, the range over which the
order can be propagated coherently (the magnetic coherence length) is determine d
by the width and height of the peak in the conduction susceptibility of the spacer
layer . A second important result of this work was that the helical-to-ferromagneti c
transition of bulk Dy is suppressed in the superlattice . This was shown to be a
consequence of the clamping of the Dy blocks by the Y. At about the same time
as the work on Dy/Y was published, Majkrzak et al . (1986) reported the results
of an investigation of Gd/Y . For this system it was found that the Gd within an
individual block ordered ferromagnetically (as in the bulk), and that the couplin g
between successive blocks of Gd oscillated between being ferro- or antiferromag-
netic depending on the thickness of the Y spacer . The period of the oscillation
was also found to be consistent with that expected on the basis of an RKKY-lik e
coupling .

The study of rare earth superlattices has continued to develop, with severa l
dedicated MBE plants around the world now producing samples, but with a chang e
of emphasis to investigate more complex systems, such as fabricating superlattice s
from two magnetic elements . All of the examples presented here result from a
collaboration between the Clarendon Laboratory and Risø National Laboratory.
For more comprehensive accounts of the work on rare earth superlattices the reader
is referred to the reviews by Majkrzak et al . (1991), and Rhyne et al . (1993) . The
development of this subject has relied extensively on neutron scattering results ,
and this is reflected in this review, where all of the examples given have used thi s
technique .

2 Sample growth

The samples of interest here are all produced using MBE techniques, and a schema-
tic of a superlattice is shown in Fig . 1 . In MBE the material to be grown i s
evaporated from a source (usually a crucible that is heated in some way) so that it i s
deposited on a substrate, with an evaporation rate that allows for the control of th e
growth down to the sub-monolayer level . The main requirements for the productio n
of good quality superlattices, with flat interfaces between the constituents, are tha t
the substrate must be atomically flat, there must be as close a match as possible
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Figure 1 . A schematic of the structure of a rare earth superlattice . For all of th e
superlattices of interest here the growth direction is parallel to the c axis of th e
rare earth metal . Each superlattice unit cell is made up from nA atomic planes
of element A and n B planes of element B, with the unit cell repeated m times, so
that the complete superlattice can be designated as (A 7A /Bn B )m . The seed layer
is normally one of the non-magnetic elements Y, Lu or Sc .

between the lattice parameters of the substrate and the deposited material, an d
they should not react chemically . These requirements are often difficult to realiz e
in practice, and the rather elaborate foundation of the superlattice shown in Fig .
1 is the best solution that has been found to date for the rare earths (Kwo e t
al ., 1985, 1987) . In fact the mosaic spread of the completed superlattice can b e
as little as R-i 0.15°, which is low compared to typical values for bulk crystals o f
the rare earths, and from this point of view the superlattices may be regarded a s
good single crystals . X-ray diffraction experiments also show that the interface s
are well defined, with interdiffusion limited to approximately four atomic planes
(McMorrow et al ., 1996, and references therein) .

In what follows we shall refer to the superlattice unit cell as a bilayer, which is
composed of nA atomic planes of element A and nB atomic planes of element B .
This bilayer unit is then repeated m times, so that the superlattice may be writte n
as (A nA /BfB ) m . Values for n are chosen to lie in the range of 5 to 50, while m
is usually around 100 or fewer . This means that the superlattice is at best 1 µm
thick, and for a 1 cm2 substrate there is less than one 1 milligram of sample .

Cap

x m
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3 Magnetism in a system with a large lattice

mis-match: Ho/Sc superlattices

In addition to using either Y there is also the possibility of exploring what happen s
when other non-magnetic elements are used to form the spacer layer . Several
systems have been grown with Lu as the spacer, and these include Dy/Lu (Beach
et al ., 1992), Ho/Lu (Swaddling et al ., 1993, 1996) . Sc is another obvious choice as
it also adopts the hcp structure, while band structure calculations (Lui et al ., 1971)
suggest that it has a peak in its conduction electron susceptibility qualitatively
similar to that in Y, albeit weaker and broader . The main problem in using Sc ,
however, is that it has lattice parameters that are approximately 7% smaller tha n
those of the heavy rare earths such as Ho . In spite of this it proved possible to
produce superlattices of Dy/Sc (Tsui et al ., 1993), which did not display any long-
range magnetic order, but had instead short-range ferromagnetic correlations a t
temperatures well above Tc of bulk Dy. More recently Bryn-Jacobsen et al . (1997 )
have studied a series of Ho/Sc superlattices, which display a number of interestin g
structural and magnetic properties .

We shall first consider their structural properties . When attempting to produce
a superlattice from two constituents that have a lattice mis-match, it may occu r
that the mis-match is so large that . the lattice parameters of the individual blocks
within the superlattice relax back to their bulk values . This occurs if the criti-
cal thickness for the formation of misfit dislocations is comparable to or smalle r
than the desired thickness of the block . Its signature is the appearance of two
distinct peaks in a scan of the wave vector in the plane of the film, one for each
of the constituents . Using a combination of x-ray and neutron scattering tech-
niques, Bryn-Jacobsen et al . (1997) established that this was indeed the situation
for Ho/Sc, as shown schematically in Fig . 2 . (For other systems studied, where the
lattice mismatch is smaller, only a single peak representative of the average lattice
parameter has been found .) Thus, Ho/Sc superlattices are essentially composed o f
blocks of Ho and Sc with almost their respective bulk lattice parameters . While
there is a strong correlation in the the position of the close packed planes fro m
block to block, the hcp stacking sequence (ABAB• • •) is not maintained from one
block to the next .

These unusual structural features also express themselves when we come t o
consider the magnetic structure . In Fig. 3 two scans are shown with the wav e
vector transfer Q scanned parallel to the c* direction for a H o 3 o/Sc lo superlattice .
In the top panel the scan direction is [00e] . Around the position of the (002) Bragg
peak (in the range 2 .2 to 2 .35 A-1 ) sharp satellite peaks are evident . These aris e
from the contrast in the nuclear scattering lengths of Ho and Sc . Symmetrically
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Figure 2 . A schematic (not to scale) of the reciprocal space in the (hOQ) plan e
of Ho/Sc superlattices . Filled circles represent nuclear Bragg peaks from the hc p
lattice, while crosses indicate regions where magnetic scattering would be detecte d
for a helical arrangement of the moments . (For clarity the positions of the magnetic
satellites around the origin are not shown .) The width of the scans for Q along [00f]
is a measure of the coherence in the stacking of the close-packed planes . Scans of Q
along [h00] reveal the existence of more than one a lattice parameter (Bryn-Jacobsen
et al ., 1997) .

displaced either side of the (002) peak is the magnetic scattering, which is onl y
seen when the sample is cooled below ,:: 132 K, the bulk ordering temperatur e
of Ho (Koehler et al ., 1966), and which indicates that the Ho moments withi n
an individual Ho block form a helix . In contrast to the nuclear scattering, th e
magnetic scattering is extremely broad, showing that the magnetic correlation s
are short-ranged . In fact the magnetic correlations just extend between nearest -
neighbour blocks of Ho (i 150 Å for this sample) . One of the unusual aspects of
the magnetic structure, deduced from fits to the scattering data by Bryn-Jacobse n
et al . (1997), is that while individual Ho blocks are helically ordered, the couplin g
between blocks is antiferromagnetic . Whether this results from the effect of a
dipolar coupling, or from some other type of coupling has yet to be established .

In the bottom panel of Fig . 3 the scan direction is [104 (see Fig . 2) through the
position of the (101)x . peak. (The Ho subscript refers to the fact that the value o f
h was set for the position of the (100) for the Ho blocks .) As this scan direction has
a component Q in the basal plane, it is sensitive to the stacking sequence of the hc p
planes. As the scattering at the position of (101)x o is broad, it is clear that this
stacking sequence is disordered. This is also reflected in the magnetic scattering
at (101-q)H. and (101+q)Ho , which is well described by a broad Gaussian lin e
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Figure 3 . The neutron scattering observed at 4 K from Ho3o/Sc l o . (a) A scan of Q
along [OOP] showing nuclear superlattice peaks around (002) . The peaks at position s
(002+q) are magnetic in origin, and can be identified with helical ordering of the H o
moments . (b) A scan along [lOP] H. with an absence of any nuclear superlattice peak s
around (101) Ho . The peaks at positions (101±q) H0 arise from a helical configuration
of the moments (Bryn-Jacobsen et al ., 1997) .

shape .
It is also instructive to compare the systematic dependence of the magnetism as

the spacer material is varied. Perhaps the parameter that is most readily obtained
from a scattering experiment, and one that does not depend on any modelling o f
the structure, is the magnetic coherence length, ( . Here Ç is defined by ( = 2ir/OQ ,
where LQ is the width (FWHM) of the magnetic peak . The results for the Ho/X
series, with X = Y, Lu or Sc are collected in Fig . 4 . For the cases of Y and Lu
it can be seen that the coherence length is as large as 1000 Å for spacer layers
below about 10 atomic planes, and that it decreases rapidly (roughly as 1/r) as
the spacer thickness is increased . There is a marked tendency for the magneti c
coherence to persist to greater distances in Y-based systems than those with Lu .
In contrast, the Sc-based systems exhibit short-range order for all thicknesses of S c
investigated . These results may be considered to be in qualitative agreement wit h
what is expected on the basis of an RKKY model of the coupling, and the know n
properties of the conduction electron susceptibilities x(q) of the spacer layer, eithe r
derived from calculations or experiments . The calculations of Liu et al . (1971) show
that the for the three spacer elements considered here, the peak in x(q) is strongest

104

102

Sc seed
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Figure 4 . A comparison of the dependence of the magnetic correlation length as a
function of the spacer layer thickness for Ho/X superlattices, where X = Y (Jeha n
et al ., 1993), Lu (Swaddling et al ., 1996) or Sc (Bryn-Jacobsen et al ., 1997) . The
solid lines are guides for the eye, whereas the dotted line represents an average o f
the results for Sc.

and sharpest for Y, and is weaker, and possibly broader, for Sc and Lu . The peak
in x(q) for Sc is, however, predicted to be similar to that of Lu, and so it is not
immediately clear why the coherence length in the former is so small . It could wel l
be that another factor, such as an enhanced scattering of the conduction electron s
from the greater concentration of defects in the Sc based systems plays a part in
limiting the development of long-range order . More accurate calculations of x(q)
for these elements would be of obvious use in trying to resolve this question .

4 Persistence of helical order in Dy/H o
superlattice s

As a first example of a system fabricated from two magnetic rare earths, we wil l
consider the Dy/Ho system studied by Simpson et al . (1996) using time-of-flight
neutron diffraction . This work is of interest as it illustrates how simple ideas based
on modifications of the magnetic structure through strain can be misleading .

Previous studies of Dy-based superlattices include Dy/Y (Salamon et al ., 1987 ;
Erwin et al ., 1987) and Dy/Lu (Beach et al ., 1992), where very different behaviou r
was found for the temperature dependence of the turn angle 4'Dy in the Dy blocks .
Due to the lattice mis-match between the Dy and spacer blocks, in the former there
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is an expansive basal-plane strain of the Dy, which results in the ferromagnetic
phase found below Tc = 78 K in bulk Dy being suppressed at all temperatures .
In contrast, there is a compressive strain for the Dy blocks in Dy/Lu, and Tc
is slightly enhanced . The strain for the Dy layers in Dy/Ho is the same sign as
that for Dy/Lu, although the lattice mis-match is much smaller : 0 .4% compared
to 2 .5% . If strain alone was the sole factor in determining the modification of th e
magnetic structure of Dy in a superlattice, then it would be expected that the Dy
in Dy/Ho would have a slightly higher Tc than the bulk .

Two superlattices of Dy/Ho were studied of composition Dy 32 /Hole and Dy 1 6
/Ho22 . Both samples studied were found to order magnetically at a tempera-
ture consistent with that of bulk Dy (179 K) (Wilkinson et al ., 1961) . From thi s
temperature down to approximately the bulk ordering temperature of Ho, a goo d
description of the scattering was obtained by assuming that the 4f moments in the
Dy blocks formed a helix, while those in the Ho blocks remained paramagnetic .
Moreover, the coupling of the Dy through the disordered Ho was long range, with
an effective turn angle per layer through the Ho that was essentially the same as
that found in bulk Ho at its ordering temperature . As the temperature was lowere d
below Tc of Dy no dramatic change in the scattering was noted . In particular the
intensity of the (002) peak did not increase on cooling through Tc, as would b e
expected if the Dy moments collapsed into a basal-plane ferromagnet . A represen -
tative scan below Tc is shown in Fig . 5 . Here it is evident that the scattering is
qualitatively consistent with that expected from a system in which there is heli-
cal order in both components of the superlattice ; the superlattice sub-structure i n
the magnetic (M) peaks results from the fact that the magnitude of the ordere d
moment in the Dy and Ho blocks is not identical .

The results of fitting the data to extract the individual turn angles (or equivalen t
wave vectors) are summarised in Fig . 6, where they are compared to the behaviou r
of the bulk . For the case of Dy, it can be seen that above Tc, the wave vecto r
of the Dy blocks in the superlattice is slightly higher than that in the bulk, and
that below Tc it appears to lock in to a value of (1/6)c* . The wave vector in Ho
is essentially independent of temperature above TN(Ho), and then decreases below
this temperature .

The fact that the Dy remains in a helical phase at all temperatures belo w
TN (Dy) in Dy/Ho superlattices is clearly at variance with what would have bee n
predicted if the system was considered to be isolated, but, strained, blocks of Dy and
Ho. This indicates that the magnetic structure assumed by the Dy must depend
on the magnetic structure of the superlattice taken as a whole . The reduction in
energy from the formation of a coherent helical structure in both materials, withou t
the disruption that would occur at the interface if the Dy were ferromagnetic, mus t
then more than offset the energy cost of Dy remaining helical .
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Figure 5 . The neutron scattering with the wave-vector transfer along [00f] observed
at T = 40 K from (a) DY32/Ho l e and (b) Dy16/Ho22 . The solid line is a fit to the
data of a model with basal-plane helical ordering of both the Dy and Ho moments .
The peaks near Q = 2c* are the (002) nuclear Bragg peaks and are not included i n
the model of the magnetic structure . M indicates the position of the main magnetic
satellites, each of which is seen to have its own superlattice side peaks . (Simpson e t
al ., 1996) .

We also not that interesting results have also been reported recently for othe r
superlattices containing two magnetic elements, including Ho/Er (Simpson et al . ,
1994) and Dy/Er (Dumensil et al ., 1994) .

5 Magnetism in a mixed hcp/dhcp superlattice

So far we have restricted ourselves to a consideration of the heavy rare earth s
only. For the present considerations, there are two salient features of the light
rare earths compared to the heavies : they have more complex crystal structures ,
and the nesting features of the Fermi surface may be such that x(q) is peaked at

g



106

	

D. F . McMorrow

	

MfM 45

0 .3 0

0 .28
. (a) Ho

*0 0 .26

° 0 .24 ~ •
a)

0 .22 •••

	

•• O

O o. 0 0

0 .20 O

0.1 8

0.1 6

0 .24

	

(b) D y

4" 0.22
U

tb-' 0.20 -
-

N
0.18 -u

0.16	
o o • ß

0 .14 -

	

0 0

•

	

.

	

•

	

o
o O i • '

	

• o

	

- 5 0
0ô

	

p

	

`

T,,, I(Ho)

• Dy3,Hoi ,

o Dy ,6Ho22

, 30

•o

20 40 60 80 100 120 140 160
Temperature (K)

Figure 6 . The wave vector (and equivalent turn angle) for (a) Ho and (b) Dy mo-
ments deduced from the model described in the text (o Dyls/Ho22 ; • Dy32/Hole) .
The variation of the bulk value for each element is shown by the solid lines . (Simpso n
et al ., 1996) .

finite q along a*, instead of along c* as found in the heavy rare earths . By way
of example, Nd and Pr both adopt the dhcp structure, and order magneticall y
with a propagation wave vector within the hexagonal basal planes (Jensen an d
Mackintosh, 1991) . The motivation in producing a mixed hcp/dhcp superlattice is
then to determine its structural and magnetic properties . In particular, it is interest
to study the consequences of the mis-match in the Fermi surfaces [or equivalentl y
the mis-match in x(q)] on the propagation of magnetic order .

As far as we are aware, there have been only two reports of work on mixed
hcp/dhcp superlattices : Nd/Y by Everitt et al . (1995), and Ho/Pr by Simpson et
al. (1995) . In total three different superlattices were investigated by Simpson et al .
(1995), with nominal compositions of Ho 20/Pr20 , Ho 3o/Pr io, and Ho 24/Pr 6 . From
scans of Q performed along the [10e] direction at room temperature it was deduce d
that the Pr blocks in the superlattice retain their dhcp stacking (ABA C . . -), but a s
might be expected, the dhcp stacking was not coherent from one Pr block to th e
next .
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occur at q from the nuclear peaks and indicate short-range helical magnetic orde r
in the Ho blocks (Simpson et al ., 1995) .

The key results relating to the magnetic structure of the Ho/Pr superlattice s
are summarised in Fig . 7 . This shows the scattering at 10 K from the Ho2o/Pr2o
(top panel) and Ho30/Prio (bottom panel) superlattices when Q was scanned alon g
the [00 .x] direction through the (002) . As with the previous examples of Ho-base d
superlattices in Sect . 3 and Sect . 4, the gross features of the magnetic scattering i s
consistent with those expected from a basal-plane helix : there are magnetic peaks
displaced fq from the (002) nuclear peak. The (002) has sharp superlattice peaks ,
reflecting the good coherence in the stacking of the close-packed planes . The broad
magnetic scattering, however, is well described by a single Gaussian line shape ,
and the coherence length extracted from its width indicates that the magneti c
correlations are completely confined to lie within the individual Ho blocks . In
some ways this is reminiscent of the scattering from the Ho/Sc superlattices show n
in Fig . 3 . The difference, however, is that in that particular case there was a
short-range antiferromagnetic coupling between the Ho blocks . For Ho/Pr there
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is no coupling between adjacent Ho whatsoever . (We note that the strain in the
Ho/Pr system is considerably smaller than in Ho/Sc .) From the neutron scatterin g
it has not proved possible to determine whether or not the Pr ions retain the non -
magnetic ground state of the bulk (McEwen and Stirling, 1981 ; Bjerrum Møller et
al ., 1982) .

Thus, it appears that the effect of the Pr blocks is to completely decouple the
magnetic correlations between blocks of Ho . The most plausible explanation for
this effect is the differences in the nesting features of the Fermi surfaces of th e
two constituents, which in Ho produce a peak in x(q) along the c* axis, whereas
in Pr it is peaked in the a* direction. Any conduction-electron-mediated couplin g
of the Ho blocks along c would then depend on the details of the Pr conductio n
electron susceptibility along that direction . The calculations by Liu et al . (1971 )
suggest a ferromagnetic coupling should be favoured in Pr, whereas in fact a n
antiferromagnetic structure occurs . It seems clear, therefore, that without a better
description of x(q) for Pr it is difficult to draw any further conclusions .

6 Induced magnetic order in Nd/Pr superlattice s

The final example is taken from some very recent work on superlattices forme d
from the two light rare-earths Nd and Pr (Goff et al ., 1996) . In their bulk form
both Pr and Nd adopt the dhcp structure, which has two inequivalent sites in th e
chemical unit cell of approximately cubic and hexagonal symmetry .

Although Nd and Pr sit next to each other in the periodic table their magneti c
properties are very different . The 4f moments on the hexagonal sites in bulk Nd
order below about 20 K to form an incommensurable structure (Moon et al ., 1964) .
Both the wave vector describing the order and the moments themselves are confine d
to the basal plane, and hence are perpendicular to c, the superlattice modulatio n
direction. Below about 8 K in Nd the cubic sites also order . Pr on the othe r
hand has a non-magnetic singlet groundstate and only orders spontaneously belo w
0.05 K (McEwen and Stirling, 1981 ; Bjerrum Møller et al ., 1982) .

In Fig . 8 results of the scattering from the hexagonal sites of two superlat-
tices of Nd/Pr are compared . The top panel shows the magnetic scattering fro m
Nd33/Pr33, where well defined superlattice peaks are evident either side of th e
main magnetic peak . The width of the individual peaks is a direct measure of the
magnetic coherence length and it can be immediately deduced that the magneti c
order in the Nd blocks propagates coherently through the Pr to form a long-range
structure. The fact that the superlattice peaks are readily observed also shows tha t
there is a large contrast between the size of the magnetic moments in the Nd and
Pr blocks . The solid line through the data is the result of a calculation where it
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Figure 8 . Scans along the c* direction through the magnetic reflections in Nd/Pr
from the hexagonal sites at 10 K from (a) Nd33/Pr33 and (b) Nd20 /Pr2 o . The
solid line in (a) is the result of a calculation assuming that there is no ordering o f
the 4f moments in the Pr, while in (b) a similar calculation is given by the dotte d
line which does not go through the experimental points . For (a) and (b) the sca n
direction was along q t through (ghex 0 qt ) with gill" : 0 .14 r .l .u . (Goff et al ., 1996) .

has been assumed that there is a negligible moment in the Pr blocks, as would b e
expected if the Pr ions retained the non-magnetic singlet groundstate of the bulk .
When the thickness of the Pr spacer is reduced a quite different result is obtained ,
as shown in Fig . 8(b) for Nd20/Pr20 . Here just a single magnetic peak is observed ,
even though calculations of the magnetic scattering, performed assuming no order-
ing of the local moments in the Pr, predict that superlattice substructure shoul d
be visible . What in fact is happening in this sample is that the Nd moments have
induced the local Pr moments to order so that a uniform magnetic structure is es-
tablished throughout the superlattice . This is shown more clearly in the top pane l
of Fig . 9, where the temperature dependence of /,tpr//1Nd, the ratio of the Pr t o
Nd moments, is plotted for Nd 20/Pr20 and Nd 33 /Pr33 . For the former sample wit h
the thinner layers the Pr and Nd moments have, within error, the same magnitude
at all temperatures below TN , whereas for the latter the Pr moment is small unti l
the sample is cooled below 6 K. It is worth noting that for the Nd33/Pr33 sample
this temperature coincides with a marked decrease in the coherence length of the
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Figure 9 . Temperature dependence of (a) the ratio of the Pr to Nd moment and (b )
the width of the magnetic reflection along c* for two Nd/Pr superlattices . Key : D

Nd 2 o/Pr 2o, • Nd 33 /Pr33 (Goff et al ., 1996) .

hexagonal site order (as shown in the lower panel of Fig . 10), and the onset of orde r
on the cubic sites. The cubic sites in Nd20/Pr20 were not observed to order fo r
temperatures down to 2 K.

One further interesting feature of the Nd/Pr system is shown in Fig . 10 . For
the same Nd33 /Pr 33 superlattice that displayed coherent magnetic order on th e
hexagonal sites, the order on the cubic sites is short range (as attested to by th e
very broad peak) and restricted to a single block of Nd .

7 Summary

The examples in this review have been chosen to illustrate current trends in th e
study of rare earth superlattices. It is has been emphasised that while the coupling
mechanism that determines the magnetic structures undoubtedly has many of th e
features associated with an RKKY-like interaction, there are difficulties in usin g
such an approach to explain all of the experimental results . This is in part due to
the fact that more accurate calculations of the conduction electron susceptibilitie s
of the rare earths are needed before it can be judged finally whether or not this typ e
of approach provides an adequate description . A more profound difficulty is that a
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Figure 10 . Representative scan along the c* direction through the magnetic re-
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0 .19 r .1 .u . (Goff et al ., 1996) .

full description of the magnetic interactions in the rare earth superlattices require s
due consideration of the localised 4f electrons (single-ion anisotropy, etc) as wel l
as the nature of the conduction electron states in a superlattice . This remains a
formidable challenge .
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Magnetotransport in Transition Meta l

Multilayered Structures
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IBM Research Division, Almaden Research Center ,

650 Harry Road, K11/D2, San Jose, CA 95120-6099, US A

Abstract

Metallic multilayered structures comprising alternating ferromagnetic and non-ferromagnetic lay -
ers exhibit enhanced magnetoresistance values compared with the magnetoresistance of the in-
dividual magnetic layers . The largest changes in resistance are found in sputter-deposited 11 0
oriented crystalline Co/Cu multilayers in which the Co layers are doped with small amounts o f
Fe . Values of giant magnetoresistance (GMR) of X110% at room temperature and X220% at
4 .2 K are found . The origin of the magnetoresistance relates to spin-dependent scattering at
the interfaces between the Co and Cu layers . These very large MR values make GMR materi-
als attractive for a variety of applications for which magnetic field sensors are required . Simple
exchange-biased sandwich structures (spin-valve sandwiches) are described which exhibit large
changes in resistance in very small fields.

1 Introduction

In recent years there has been a great deal of interest In the magnetic and trans -
port properties of metallic multilayered thin film structures composed of thin 3d
transition metal ferromagnetic layers separated by thin non-ferromagnetic space r
layers . These systems display unique properties, notably an oscillatory indirect ex-
change coupling of the ferromagnetic (FM) layers via the non-ferromagnetic spacer
layers, and enhanced magnetoresistance . The latter has come to be called giant

magnetoresistance (GMR) . In this brief report the properties of these systems ar e
reviewed with an emphasis on recent results in sputtered crystalline multilayers
containing copper spacer layers .
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2 Giant magnetoresistance in polycrystalline
Co/Cu multilayers

Typical 3d ferromagnetic metals or alloys display only small changes in their resis -
tance when subjected to magnetic fields at room temperature (McGuire and Potter ,
1975) . Maximum magnetoresistance values of about 5-6% are found in Ni-Co and
Ni-Fe alloys . In magnetic fields large enough to saturate the magnetic moment o f
such metals their resistance primarily depends on the orientation of their magnetic
moment with regard to the direction of the sense current passing through the sam-
ple . Thus they display an anisotropic magnetoresistance (AMR) such that their
resistance can be written as p = po + Lp cos2 0, where 8 is the angle between the
magnetic moment of the sample and the direction of the current (McGuire and
Potter, 1975 ; Rossiter, 1987) . The resistance is typically higher when the magneti c
moment of the sample is aligned orthogonal to the sense current . In magnetic fields
not large enough to saturate the magnetization of the metal the resistance depend s
on the detailed magnetic domain structure . In thin ferromagnetic films the mag-
nitude of the AMR effect becomes even smaller as the thickness of the FM layer i s
decreased because scattering of the conduction electrons from the outer boundarie s
of the film increases the resistance of the film . These scattering processes do not
give rise to AMR .

The same AMR phenomenon is displayed by thin ferromagnetic layers in metal-
lic multilayers but the magnitude of the effect is further reduced . By contras t
certain magnetic multilayers, containing very thin ferromagnetic layers can display
very large or giant changes in resistance with magnetic field of a different origi n
(Parkin, 1994; Fert and Bruno, 1994 ; Parkin, 1995; Levy, 1994) . The largest GM R
effects have been found in multilayers, prepared by sputter deposition, composed o f
alternating thin Co and thin Cu layers . In such polycrystalline Co/Cu multilayer s
GMR effects as large as 70-80% at room temperature have been reported (Parki n
et al ., 1991b). An example is shown in Fig . 1 .

The origin of the giant magnetoresistive effect is quite different from that o f
AMR. GMR is found in multilayered and other inhomogeneous magnetic structure s
in which the magnetic layers [or other entities such as magnetic granules in magneti c
granular metals (Chien, 1995)] are oriented non-parallel to one another for som e
range of magnetic field, and, such that, with application of a sufficiently larg e
magnetic field, the magnetic moments of the layers (or entities) become oriented
parallel to one another. It is the change in the magnetic configuration which affect s
the scattering of the conduction electrons propagating between the magnetic layers
or entities and which thereby gives rise to GMR . In Co/Cu multilayers, for certain
thicknesses of Cu, the moments of the Co layers are arranged antiparallel to one
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Figure 1 . Resistance versus in-plane magnetic field curve for a polycrystalline Co/C u
multilayer exhibiting nearly 70% change in resistance at room temperature (Parki n
et al, 1991b) . The measurement geometry is shown in the top left corner . A
schematic diagram of the Co/Cu layer is shown for large negative, zero and large
positive fields .

another in small fields because of an antiferromagnetic (AF) coupling of the C o
layers mediated via the Cu spacer layers . When a magnetic field is applied, large
enough to overcome the AF interlayer coupling, the Co moments become aligne d
parallel to each other and to the applied field . This is shown schematically in
Fig . 1 .

Polycrystalline Co/Cu multilayers are usually (111) textured for thin Co an d
Cu layers, although the texture changes to (100) for thick Cu layers (Parkin e t
al ., 1993), or when the multilayer is grown on thick Cu buffer layers (Lenczowsk i
et al ., 1994) . Polycrystalline multilayers usually display little in-plane magneti c
anisotropy. Consequently the resistance of such multilayers typically varies con-
tinuously with magnetic field independent of the orientation of the magnetic fiel d
in the plane of the sample (Parkin et al ., 1990, 1991b,c) . For strongly antifer-
romagnetically coupled multilayers, as the magnetic field is increased, the angle
between neighbouring magnetic layers, - 180° in small fields, smoothly decreases
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until at magnetic fields large enough to overcome the antiferromagnetic interlayer
exchange coupling the magnetic moments become aligned parallel to the magneti c
field and to each other . When multilayers are crystalline and have significant mag-
netic anisotropy the dependence of resistance on magnetic field is more interestin g
and can display quite unusual behaviour as discussed in Sect . 3 .

As shown in Fig . 2 the magnitude of the giant magnetoresistance effect oscillate s
as a function of copper thickness . The oscillation in saturation magnetoresistanc e

40

Figure 2 . Room temperature saturation magnetoresistance versus Cu spacer laye r
thickness for a series of Co/Cu multilayers (Parkin et al, 1991a) . The magnetic stat e
of the multilayers are shown schematically for various Cu spacer layer thicknesse s
(only two Co layers are shown) .

is related to an oscillation in the interlayer coupling between antiferromagneti c
(AF) coupling and ferromagnetic (F) coupling as the Cu spacer thickness is varied .
This is shown schematically in Fig . 2 . Similar oscillations in magnetoresistance an d
interlayer coupling were first observed in Fe/Cr and Co/Ru multilayers (Parkin e t
al ., 1990) .

The coupling via Cu, Cr, Ru and other transition and noble metals is long -
range and of the RKKY type . In polycrystalline Co/Cumultilayers the oscillatio n
period is X10 A . The first observation of oscillatory interlayer coupling in transition
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metal multilayers was in Fe/Cr and Co/Ru sputtered polycrystalline multilayer s
(Parkin, 1994) . Subsequently it was shown that oscillatory interlayer coupling is
exhibited by nearly all of the 3d, 4d, and 5d non-ferromagnetic transition and nobl e
metals (Parkin, 1991) . Later oscillatory coupling was observed in single-crystallin e
Fe/Cr and Co/Cu films grown by evaporation techniques in ultra-high vacuu m
chambers (Pierce et al ., 1994 ; Johnson et al ., 1992) . For (100) Fe/Cr and (100 )
Co/Cu the interlayer exchange coupling oscillates with Cr and Cu spacer layers
with two superposed oscillation periods, one long and one short (Unguris et al . ,
1991 ; Weber et al ., 1995) . For Fe/Cr the short period corresponds remarkably to
just 2 monolayers of Cr (Unguris et al ., 1991 ; Rührig et al ., 1991) . The magnitude
of the oscillation periods for noble metal spacer layers can be well accounted for by
examination of the Fermi surfaces of the noble metals . The oscillation periods are
related to wave-vectors which span or nest the Fermi surface (Bruno and Chappert ,
1992 ; Mathon et al ., 1995) .

3 Giant magnetoresistance in [110] crystallin e
Co/Cu and Co-Fe/Cu multilayer s

3 .1 Structure

There has been a great deal of work in the past few years to optimize the magnitude
of the magnetoresistance in magnetic multilayers but especially Co/Cu and relate d
systems because Co/Cu exhibits the largest GMR effects at room temperature .
The magnitude of the GMR is increased with increasing number of Co/Cu bilayer s
and for very thin Co and Cu layers (the Cu thickness has to be one which gives ris e
to well defined anti-parallel orientation of the Co layers) . Figure 3 shows a plot
of resistance versus magnetic field for a Co-Fe/Cu multilayer displaying by far th e
highest GMR yet found . The film displays a value of room temperature magnetore-
sistance (MR) of AR/RS - 110%, where R, is the saturation resistance in larg e
fields . At 4.2K the MR is even higher AR/R S 220% . The Co-Fe/Cu sample in
Fig. 3 is composed of 120 bilayers of [9 .5Å Co 95 Fe5/ 8.5Å Cu] grown by seede d
epitaxy (Farrow et al ., 1993 ; Harp and Parkin, 1994, 1996) on a MgO(110) singl e
crystal substrate . Seed layers of 6Å Fe/ 45Å Pt are first deposited at X450 °C .
The Co 95 Fe 5 /Cu multilayer is grown after cooling the substrate to X40 °C to re -
duce interdiffusion of the metal layers . Specular x-ray diffraction and cross-section
transmission electron microscopy (XTEM) characterization of the structure of th e
multilayer show that the Fe/Pt seed layers and the multilayer grow highly oriente d
with respect to the substrate crystallographic axes . By using (100) oriented Mg O
and (0001) A12 03 substrates, (100) and (111) oriented fcc Co/Cu and Co-Fe/Cu



118

	

S . S. P. Parkin MfM 45

Figure 3 . Resistance versus field curves at (b) 4 .2 K and (a) 290 K of a mag-
netic multilayer of the form MgO(110)/ 6Å Fe/ 45Å Pt/ 9 .5Å Cu/ [9 .5Å Co95Fe5/
8 .5Å Cu]12o/ 12Å Pt . Curves are shown for the magnetic field applied in the plan e
of the film parallel and perpendicular to [100] . The current is applied along the [100]
direction .

multilayers can be grown. Identical (100), (110) and (111) Co(Fe)/Cu multilayere d
structures can be prepared by simultaneous deposition onto these various MgO an d
sapphire substrates (Smith et al ., 1997) .

The structure of representative Co/Cu multilayers (grown without Fe seed lay -
ers) was characterized in detail with specular and off-specular x-ray scatterin g
measurements using wiggler beam line VII-2 at the Stanford Synchrotron Radia-
tion Laboratory (Smith et al ., 1997) . The weak scattering contrast between C o
and Cu was enhanced by utilizing the Co scattering factor resonant modification
obtained for 7692 eV photons close to the 7709 eV Co K absorption edge. Modelin g
of low angle specular scattering data, using an optical recursion formulation of the
reflectivity (Parratt, 1954 ; Toney and Thompson, 1990), revealed that the Co/C u
interfaces had a typical root mean square width of X4 .5 Å where the averaging i s
over the spectrometer in-plane coherence length (5000 Å) . Peaks in the slightly
off-specular diffuse scattering at the multilayer periodicity demonstrate that sig-
nificant long wavelength interfacial roughness is conformally replicated throughou t
the multilayer (Sinha et al ., 1991 ; Lurio et al ., 1992) .

The epitaxy, mosaicity and structural coherence of various Co/Cu films was
explored by large-angle Bragg scattering . Figure 4 shows azimuthal x-ray scan s
(rotation about the multilayer normal) through off-specular Bragg peaks for three
Co/Cu multilayers, which demonstrate both the symmetry of the films and th e
excellent in-plane orientational order with respect to the substrate crystallographic
axes . Whilst orientationally ordered, the films are not strictly epitaxial as th e
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Figure 4 . Azimuthal scans through off-specular Bragg peaks : six-fold symmetri c
(twinned three-fold) [111] peaks from a Co[10Å]/Cu[9Å] (111) oriented film, four -
fold symmetric [202] peaks from a Co[20Å]/Cu[20Å] (100) oriented film, and two-fold
symmetric [200] peaks from a Co[10Å]/Cu[9Å] (110) oriented film. Successive scans
are scaled by 10 -5 .

Co/Cu lattices are relaxed relative to that of the underlying seed film, althoug h
the largest observed Co/Cu in-plane strain relative to the bulk metals is < 0 .2%.
Note that when the very thin Fe seed layer is omitted, for growth on (100) and (110)
MgO, the Pt seed layer, and consequently the multilayer, may grow with mixe d
orientations, and typically some (111) orientation is then obtained . Interestingly,
the (111) phase grows oriented with respect to the substrate crystal axes . The
Co/Cu films exhibit modest structural coherence lengths as summarized in Tabl e
I for four representative films . Although the data in Table I correspond to Co/C u
multilayers grown without Fe seed layers, of the films examined, only one gre w
with mixed orientation. .

Figure 5(a) shows a high resolution XTEM image of a (100) Co/Cu multilaye r
grown on MgO(100) with an Fe/Pt seed layer . The sample was prepared for elec-
tron microscopy using standard procedures of mechanical polishing and dimpling ,
followed by Ar+ ion milling at 77 K. The microscopy was carried out using a JEM-
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Figure 5 . (a) High-resolution cross-section transmission electron micrograph of a
MgO(100)/ 5Å Fe/ 50Å Pt/[1lÅ Co/ 13Å Cu] 19/ l1Å Co/ 15A Pt multilayer . (b )
Low magnification electron micrograph showing cross-section of the same multilay-
ered structure as in Fig . 3(a) but deposited on a MgO(100) substrate . The imag e
is deliberately defocussed to enhanced layer contrast . A section of the structure
including, MgO substrate, Fe/Pt seed layer and a lower portion of the multilayer i s
shown .
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Table I. Structural characteristics of four representative multilayers . Only one sam-
ple displayed mixed orientation . Tabulated mosaics are multilayer normal (1) or
in-plane (II) Bragg peak rocking full widths at half maximum . Coherence lengths(el, e ll) are resolution corrected Bragg peak inverse half widths at half maximum .

Substrate Orientation Mosaic'
(Deg.) (A)

Mosaic l l
(Deg .)

II l
(A )

A12 0 3 (0001) 111 1 .1 227 1 .5 37
MgO (110) 110 1 .4 61 1 .2 47
MgO (100) 100 1 .0 96 0 .8 89
MgO (110) 100 2 .2 41 1 .6 42
MgO (110) 111 0 .7 184 2 .0 44

4000EX high-resolution electron microscope operated at 400 keV . The micrograph
shows that the Pt seed layer and Co/Cu are epitaxially oriented with the MgO(100 )
substrate, and that the multilayer is of high crystalline quality with few defects .
Under optimum imaging conditions the Co and Cu layers cannot be distinguished .
However by deliberately defocussing the image the contrast between the Co an d
Cu layers is enhanced (Smith et al ., 1994) . Fig . 5(b) shows an XTEM of exactly
the same multilayered structure as in Fig . 5(a) but grown, at the same time, on a
MgO(110) substrate . The low resolution image shows that the Co and Cu layer s
are well defined and essentially fiat . High resolution microscopy of the same sample
shows that the crystal perfection is not as great as for the (100) oriented multilaye r
but that there are a substantial number of stacking faults along the (111) planes .

3 .2 Magnetic properties :
bilinear and biquadratic interlayer coupling

For crystalline multilayers with significant in-plane magnetic anisotropy the resis -
tance varies in a complicated manner with magnetic field as first observed in (100 )
Fe/Cr/Fe sandwiches (Binasch et al ., 1989) . The magnetic properties of (100 )
and (211) Fe/Cr multilayers, which exhibit a two-fold (uniaxial) and a four-fold
magnetic anisotropy respectively, have been examined in great detail (Fullerton e t
al ., 1993, 1995 ; Azevedo et al ., 1996) . The magnetic moment versus field hystere-
sis loops of multilayers with different crystalline symmetries (and thus possessin g
two-fold, four-fold or higher-order magnetic anisotropies) and both bilinear an d
biquadratic interlayer coupling of adjacent magnetic layers has been extensivel y
modeled (Folkerts, 1991 ; Dieny et al ., 1990 ; Fujiwara, 1995 ; Almeida and Mills ,
1995) . The bilinear interlayer coupling varies as cos 6 where 9 is the angle betwee n
the magnetic moments of adjacent magnetic layers, and favours parallel or antipar-

9
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allel alignment of the magnetic moments . By contrast, the biquadratic interlaye r
coupling varies as cos 2 0, thereby favouring perpendicular orientation of neighbour-
ing magnetic moments . The bilinear coupling can be understood in terms of RKKY
models but the biquadratic coupling strength (which similarly oscillates with space r
layer thickness) is too large to be accounted for within conventional models . A vari-
ety of models have been proposed to account for biquadratic coupling (Slonczewski ,
1995) . These are generally based on competition between competing ferromagneti c
and antiferromagnetic interlayer interactions resulting, for example, from variation s
in individual layer thicknesses on the atomic length scale . For Fe/Cr, as mentioned
above, the interlayer coupling oscillates with a period of just 2 monolayers of Cr
which means the sign of the coupling can change from F to AF when the thick-
ness of Cr is increased or decreased by just one atomic monolayer . Other models ,
propose a competing interaction between an RKKY AF coupling and a F coupling
derived from pinholes or perhaps significant local thickness variations in the spacer
layer which lead to F coupling (Fulghum and Camley, 1995) . For Fe/Cr the spin
density wave in the Cr layers themselves has been invoked in yet another mode l
(Slonczewski, 1995) .

The dependence of the magnetic moment with magnetic field of the (110)
Co/Fe/Cu sample shown in Fig . 3 is exhibited in Fig . 6 for a field oriented in-
plane along (100) . This sample exhibits a significant two-fold in-plane magneti c
anisotropy as shown by the strong orientation dependence of the resistance versu s
in-plane magnetic field curves shown in Fig . 3 . The field required to saturate th e
resistance is smallest when the field is applied parallel to (100) and largest when
applied perpendicular to (100) along (011) . The energy, Ei , of the ith magneti c
layer in the multilayer per unit area can be written a s

E = -
2 L

Jl' i +1 cos e2,i+1 + Ji cos 9 i,i-1 ] + Ku sin 2 0-1 (1 )

where 0i,if1 is the angle between the ith magnetic moment and the two neighbour -
ing magnetic moments, and 8 is the angle between the applied magnetic field and
the easy magnetic anisotropy axis . Jl and Ku are the bilinear interlayer exchang e
coupling, and the uniaxial magnetic anisotropy energies respectively. The relative
strengths of these energies can be determined from the magnetic fields require d
to saturate the magnetization of the multilayer along the magnetic easy and har d
axes . From Fig . 3 it is readily deduced that Ku is large and is about 1/3 the siz e
of J1 .

The data in Fig . 6 show that there are two distinct field regions of magnetizatio n
for the (110) CoFe/Cu multilayer . At low fields the moment of the multilayer
is close to zero consistent with the magnetic moments of adjacent layers bein g
coupled antiferromagnetically (Cebollada et al ., 1989; Parkin et al ., 1991a) . The
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Figure 6 . Magnetic moment versus field curves at (a) 300 K and (b) 5 K of a magneti c
multilayer of the form MgO(110)/ 6Å Fe/ 45Å Pt/ 9 .5A Cu/[9 .5Å Co95Fe5/ 8 .5Å
Cu]i20/ 12Å Pt for magnetic field applied in the plane of the film parallel to [100] .

small residual moment may indicate that some small portion of the Co layers are
coupled ferromagnetically, perhaps because of defects in the multilayer, or becaus e
of a small biquadratic interlayer coupling contribution . As the field is increase d
the moment of the multilayer increases slowly until at about 10 kOe the moment
increases abruptly. The system undergoes a spin-flop transition at this field in
which the moments reorient themselves from being aligned largely along (100) an d
antiparallel to one another to being aligned largely parallel to the applied field an d
each other (see sketch of magnetic configurations in Fig . 6) . The sudden decrease
in the angle between neighbouring moments results in a significant decrease in th e
resistance of the multilayer (see Fig. 3) . For field oriented along the (110) in-plan e
axis, the magnetic hard axis, both the magnetization (not shown) and resistanc e
(Fig . 3) vary monotonically with magnetic field . Similar results have been obtained
for (211) Fe/Cr multilayers (Fullerton et al ., 1993) .

Figure 7 shows an unusual example of the magnetoresistance curve of a (110)
MgO/ 9Å Fe/ 50Å Pt/ 10Å Cu/[8 .5Å Co 85 Fe 15 / 12Å Cu]40 multilayer. In this

9*
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Figure 7 . Resistance curve of a (110) MgO/ 9A Fe/ 50Å Pt/ 10Å Cu/[8 .5Å
Co85Fe 15/ 12Å Cu]4 0 multilayer for field applied along the easy and hard in-plane
axes .

case the resistance varies little when the magnetic field is applied along the eas y
axis (100) but when the field is applied along the hard axis the resistance, whic h
is low in small fields, exhibits two peaks at fields of +4 kOe . This behaviour
can only be accounted for by including a biquadratic interlayer exchange coupling
contribution in addition to a ferromagnetic bilinear term and a uniaxial magnetic
anisotropy (Pettit et al ., 1997) .

4 Giant magnetoresistance in sandwiches

The phenomena of giant magnetoresistance and oscillatory interlayer coupling have
captured much attention, not only because they allow the basic transport and elec-
tronic properties of transition metals to be probed in a novel manner, but because i t
was immediately recognized that they may have useful properties for certain appli-
cations . In particular magnetoresistive materials can be used to measure magneti c
fields . An important application is in magnetic recording disk drives in which in-
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formation is stored in the form of magnetic bits written in thin magnetic film s
deposited on circular platters or discs . Bits correspond to small longitudinally
magnetized regions or, rather, transitions between regions magnetized in opposit e
directions . An important parameter describing the performance of a disk drive i s
the number of magnetic bits which can be stored in a given area. In modern disk
drives areal densities are in excess of 1 Gbit/in t . In recent years the areal densit y
has been increasing at a compound growth rate of approximately 60%/year (Gro-
chowski and Thompson, 1994) . This is reflected in decreased magnetic bit size s
which makes them increasingly difficult to read (as well as write) . The most ad-
vanced magnetic recording read heads today use magnetoresistive technology base d
on the AMR effect in thin permalloy (Ni81 Fe 19) films (Ciureanu, 1992 ; Tsang e t
al ., 1990) . In order to achieve higher areal densities the thickness of the AM R
sense film has to be decreased from approximately 150 A at 1 Gbit/in2 to well
below -100 Å at densities of > 5 Gbit/in2 . As mentioned previously the AMR
effect is decreased in thin ferromagnetic films such that it is predicted that withi n
the near future AMR metals will no longer provide sufficient signal for MR rea d
head devices . Thus new materials are needed to allow ever greater areal densitie s
in magnetic recording disk drives . Novel spin-valve sensors based on the GMR i n
magnetic sandwiches have been proposed (Dieny et al ., 1991) .

The spin-valve device is composed of two thin ferromagnetic layers separate d
by a thin Cu layer . The device relies on the exchange-biasing of one of the fer-
romagnetic layers to magnetically pin this layer . This effect, of ancient origin, is
described schematically in Fig . 8 . The magnetic hysteresis loop of a ferromagneti c
layer is centered symmetrically about zero field . However certain combinations of
thin ferromagnetic and antiferromagnetic layers display hysteresis loops which ar e
displaced from zero field by an exchange bias field (Yelon, 1971). The origin of
the effect is related to an interfacial exchange interaction between the AF and F
layers and the fact that the magnetic lattice of the AF layer is essentially rigid ,
and little perturbed by even large external magnetic fields. Assuming the simplest
possible AF structure of successive ferromagnetically ordered atomic layers whos e
moments alternate in direction from one layer to the next, one can readily appre-
ciate that the uncompensated magnetic moment in the outermost AF layer at the
AF/F interface will give rise to a exchange field which the F layer is subjected to .
A long standing puzzle is why any exchange bias field is observed at all since on e
supposes that the interface between the F and AF layers is rough on an atomic
scale (Malozemoff, 1988) . As shown in Fig . 8, if the interface consists of atomic
terraces whose length is less than the exchange length in the F metal there will b e
no net exchange anisotropy field . Note that similarly, if the AF layer is composed o f
randomly oriented magnetic domains, then this alone would quench the exchange
bias field . In order to establish an exchange bias field the AF layer is usually de-
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H=0

Exchange biased Ferromagnet
Interface terrace length » exchange length

	

Terrace length < exchange length No net exchang e

H= OHx0

Figure 8 . Schematic depiction of exchange biasing of a ferromagnetic layer by an
antiferromagnetic layer on cooling through the blocking temperature of the AF layer .

posited on a magnetized F layer such that the interfacial exchange anisotropy lead s
to a preponderance of domains in the AF layer contributing to a net exchange bia s
field . Alternatively by heating the F/AF combination above the so-called blockin g
temperature of the AF layer where the AF spin system is no longer rigid, an d
subsequently cooling the bilayer couple in a magnetic field, an exchange bias fiel d
can be established in the direction of the applied field (see Fig . 9) . This is a useful
method to orient the exchange bias field in different directions in different magneti c
layers in more complicated magnetic structures . By using AF layers with differ-
ent blocking temperatures different, F layers can thereby be exchange biased in
different directions . This is useful for engineering magnetic structures for variou s
applications . A variety of models have been proposed to account for an exchang e
bias field even in the presence of rough interfaces (Malozemoff, 1988 ; Koon, 1997) .

By combining an exchange biased ferromagnetic layer with a simple ferromag-
netic layer it is thereby possible to engineer the magnetic moments of the two
layers to be either parallel or antiparallel to one another as a function of magnetic
field without relying on interlayer exchange coupling . Examples of such spin-valve
GMR sandwiches are shown in Fig . 10 (Parkin, 1993) . In each case a thin C o
or permalloy layer, pinned by exchange biasing to a thin MnFe antiferromagneti c
layer, is separated from an unpinned or free thin Co or permalloy layer by Cu layer s
-20 Å thick. The interlayer coupling via the Cu layer is weak . As shown in Fig.
10, well defined magnetic states of the sandwich are obtained in small positive and
negative fields with the magnetic moments of the pinned and free layers parallel o r
anti-parallel to one another . This leads, via the GMR effect, to a step-wise change
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An antiferromagnet grown in the absense of
a magnetic field has no long-range magnetic order

A disordered antiferromagnet layer adjacent to a hard ferromagnetic layer
may be magnetically ordered by heating above its blocking temperatur e

and subsequently cooling

cooling

Figure 9 . Schematic depiction of exchange biasing of a ferromagnetic layer by a n
antiferromagnetic layer .

in the resistance of the sandwich in small magnetic fields . The magnitude of the
GMR effect in such sandwiches is very small, 3-7%, as compared with more than
100% in the Co-Fe/Cu multilayer shown in Fig . 3 . A great deal of the GMR effect
has been sacrificed to engineer a structure useful for MR head applications. The
magnitude of the GMR in the sandwich is reduced for various reasons, including
that there are only two magnetic layers (Parkin, 1995), and that the Cu space r
layer and the magnetic layers themselves are relatively thick leading to increase d
dilution of the GMR effect (Parkin et al ., 1993) . By using additional magnetic lay-
ers such that the free FM layer has two pinned magnetic layers on either side of it ,
GMR values of more than 20% have been obtained at room temperature (Egelhoff
et al ., 1995) .

The origin of the GMR effect has been much debated since its discovery a fe w
years ago (Binasch et al ., 1989; Baibich et al ., 1988) . Much discussion has re-
lated to the role of spin-dependent scattering of the conduction electrons at the
interfaces between the F and spacer layers . Early models emphasized the role of
spin-dependent scattering within the interior of the F layers (Camley and Barnas ,
1989 ; Levy, 1994) but subsequent work has revealed that the interfacial scattering
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Figure 10 . Resistance versus field curves for three spin-valve GMR exchange-biased
structures : Py/Cu/Py, Co/Cu/Co and a Py/Cu/Py sandwich with 3 A Co interface
layers . (Py=permalloy) .

is the dominant contribution (Parkin, 1992, Parkin, 1993) . This is clearly demon-
strated in Fig . 10 in which room temperature resistance versus field curves ar e
shown for three spin-valve sandwiches . Fig . 10(a) shows data for Si/ 53Å Py/ 32Å
Cu/ 22Å Py / 90Å FeMn/ 10Å Cu, where Py is permalloy (Ni81 Fe ig) . The Py free
layer in the Py/Cu/Py sandwich exhibits a very small switching field so that th e
structure is very sensitive to small fields . Data for a similar structure with the Py
layers replaced by Co is shown in Fig . 10(b) . The MR of the sandwich with Co
layers is about twice as large as that of the Py/Cu/Py structure . However the Co
free layer displays a significantly higher switching field than Py since Co has a much
higher anisotropy . By simply dusting each of the Py/Cu interfaces in structure (a )
with very thin layers of Co a structure with MR comparable to that of the Co/C u
structure but with low switching fields corresponding to the Py/Cu structure i s
obtained. Data for a sandwich with the same structure as in (a) but with 3 Å thick
Co layers added at each Py /Cu interface is shown in Fig . 10 (c) . Only 1-2 atomic
layers of Co, just sufficient to completely cover the Py/Cu interface is required t o
obtain the enhanced GMR of the Co/Cu structure (see Fig . 11) (Parkin, 1993) .

Finally another example of the dominant role of interface scattering in magnetic



Figure 11 . Saturation magnetoresistance versus thickness of Co and Fe layers in-
serted at the Ni/Cu interfaces in an exchange biased Ni/Cu/Ni spin valve GMR
structure .

multilayers is shown in Fig . 11 . The figure shows the results of dusting the Ni/C u
interfaces in Ni/Cu/Ni exchange biased sandwiches with Co and Fe . For Co inter-
face layers the MR systematically increases as the Co interface layer is thickened ,
increasing by about a factor of six for Co layers about 10 Å thick . By contras t
the MR of Ni/Cu/Ni structures has a complicated dependence on the thicknes s
of Fe interface layers . The MR initially increases with the insertion of 1-2 A Fe ,
then decreases and finally increases with thicker Fe layers . The dependence of th e
MR on Fe thickness can be accounted for by changes in the crystal structure, and
consequently the magnetic moment of the Fe layer . For very thin Fe layers th e
Fe takes up a tetragonally distorted fcc phase which is ferromagnetic . For inter -
mediate Fe thicknesses the Fe takes up an undistorted fcc phase which has no net
magnetic moment and, finally, for thicker Fe layers, the Fe structure changes to a
bcc phase which again is ferromagnetic . Details of the structure and magnetism of
the Fe layers has been explored in related sputter-deposited crystalline (100) Ni/F e
superlattices (Kuch and Parkin, 1997) .

5 Summary

Transition metal magnetic multilayers display fascinating properties . These include
the indirect magnetic exchange coupling of thin 3d ferromagnetic layers of Co,
Fe, Ni and their various alloys via intervening spacer layers of almost any of th e
non-ferromagnetic transition or noble metals . The indirect coupling is long-range
and oscillates between ferro- and antiferromagnetic coupling as the spacer layer
thickness is varied. Antiferromagnetically coupled multilayers display enhance d
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magnetoresistance values . These giant magnetoresistance values have magnitude s
of as much as X110% and X220% at room temperature and helium temperatures ,
respectively. The oscillatory interlayer coupling makes possible the spin engineering
of magnetic multilayers with all sorts of possible magnetic structures (Parkin an d
Mauri, 1991) . Simple sandwich structures composed of two ferromagnetic layer s
separated by thin Cu layers can be optimized, using interfacial dusting, to giv e
large changes in resistance in very small magnetic fields . Such structures show
great potential for magnetic recording read head sensors .

Acknowledgements

I thank Arley Marley and Kevin Roche (IBM Almaden Research Center), To m
Rabedeau (Stanford Synchrotron Radiation Laboratory) and David Smith (Arizona
State University) for their important contributions to parts of the work discusse d
here . I also thank Robin Farrow and Mike Toney for many useful discussions .

References

Almeida NS and Mills DL, 1995 : Phys . Rev. B 52, 1350 4
Azevedo A, Chesman C, Rezende SM, Aguiar FMD, Bian X and Parkin SSP, 1996 : Phys . Rev .

Lett . 76, 483 7
Baibich MN, Broto JM, Fert A, Dau FNV, Petroff F, Etienne P, Creuzet G, Friederich A and

Chazelas J, 1988 : Phys . Rev . Lett . 61, 247 2
Binasch G, Grünberg P, Saurenbach F and Zinn W, 1989 : Phys . Rev . B 39, 482 8
Bruno P and Chappert C, 1992 : Phys . Rev . B, 46, 26 1
Camley RE and Barnas J, 1989: Phys . Rev . Lett . 63, 66 4
Cebollada A, Martinez JL, Gallego JM, Miguel JJD, Miranda R, Ferrer S, Batallan F, Fillion G

and Rebouillat JP, 1989 : Phys . Rev. B 39, 972 6
Chien CL, 1995 : in Annu . Rev . Mater . Sci ., ed . B .W . Wessels (Annual Reviews Inc ., Palo Alto )

Vol . 25, p . 129-160
Ciureanu P, 1992 : in Thin Film Resistive Sensors, eds . P . Ciureanu and S . Middelhoek (Institute

of Physics Publishing, Bristol )
Dieny B, Gavigan JP and Rebouillat JP, 1990 : J . Phys . Condens . Matter 2, 15 9
Dieny B, Speriosu VS, Parkin SSP, Gurney BA, Wilhoit DR and Mauri D, 1991 : Phys . Rev . B

43, 129 7
Egelhoff WF, Ha T, Misra RDK, Kadmon Y, Nir J, Powell CJ, Stiles MD, Michael RD, Lin CL ,

Silvertsen JM, Judy JH, Takano K, Berkowitz AE, Anthony TC and Brug JA, 1995 : J .
Appl . Phys . 78, 273

Farrow RFC, Harp GR, Marks RF, Rabedeau TA, Toney MF, Weller D and Parkin SSP, 1993 :
J . Cryst . Growth 133, 4 7

Fert A and Bruno P, 1994 : in Ultrathin Magnetic Structures, eds . B . Heinrich and J .A .C . Bland
(Springer-Verlag, Berlin) Vol . II, p . 8 2

Folkerts W, 1991 : J . Magn . Magn . Mater. 94, 30 2
Fujiwara H, 1995 : IEEE Trans . Magn . 31, 4112



MfM 45

	

Magnetotransport in Multilayered Structures

	

13 1

Fulghum DB and Camley RE, 1995 : Phys . Rev . B 52, 1343 6
Fullerton EE, Conover MJ, Mattson JE, Sowers CH and Bader SD, 1993 : Phys . Rev . B 48 15755
Fullerton EE, Riggs KT, Sowers CH, Berger SD and Berger A, 1995 : Phys . Rev . Lett . 75, 330
Grochowski E and Thompson DA, 1994 : IEEE Trans . Magn . 30, 379 7
Harp GR and Parkin SSP, 1994: Appl . Phys . Lett . 65, 3063
Harp GR and Parkin SSP, 1996: Thin Solid Films 288, 31 5
Johnson MT, Coehoorn R, Vries JJD, McGee NWE, Stegge JAD and Bloemen PJH, 1992 : Phys .

Rev . Lett . 69, 96 9
Koon NC, 1997 : (preprint )
Kuch W and Parkin SSP, 1997 : Europhys . Lett . 37, 46 5
Lenczowski SKJ, Gijs MAM, Giesbers JB, van de Veerdonk RJM and Jonge WJM, 1994 : Phys .

Rev . B 50, 998 2
Levy PM, 1994 : in Solid State Physics, eds . H . Ehrenreich and D. Turnbull (Academic Press ,

New York) Vol. 47, p . 36 7
Lurio LB, Rabedeau TA, Pershan PS, Silvera IF, Deutsch M, Kosowsky SD and Ocko BM, 1992 :

Phys . Rev . Lett . 68, 2628
Malozemoff AP, 1988 : J . Appl . Phys . 63 3874
Mathon J, Villeret M, Muniz RB, Castro JDAE and Edwards DM, 1995 : Phys . Rev . Lett . 74 ,

369 6
McGuire TR and Potter RI, 1975 : IEEE Trans . Magn. MAG-11, 101 8
Parkin SSP, 1991 : Phys . Rev. Lett . 67, 359 8
Parkin SSP, 1992 : Appl . Phys . Lett . 61, 1358
Parkin SSP, 1993 : Phys . Rev . Lett . 71, 164 1
Parkin SSP, 1994 : in Ultrathin Magnetic Structures, eds . B . Heinrich and J .A .C . Bland (Spinger-

Verlag, Berlin) Vol . II, p . 148
Parkin SSP, 1995 : in Annual Review of Materials Science, ed . B .W. Wessels (Annual Reviews

Inc ., Palo Alto) Vol . 25, p . 357-38 8
Parkin SSP, Bhadra R and Roche KP, 1991a : Phys . Rev . Lett . 66, 215 2
Parkin SSP, Li ZG and Smith DJ, 1991b : Appl . Phys . Lett . 58, 271 0
Parkin SSP, Mansour A and Felcher GP, 1991e : Appl . Phys . Lett . 58, 1473
Parkin SSP and Mauri D, 1991 : Phys . Rev . B 44, 713 1
Parkin SSP, Modak A and Smith DJ, 1993 : Phys . Rev . B 47, 913 6
Parkin SSP, More N and Roche KP, 1990 : Phys . Rev . Lett . 64, 230 4
Parratt LG, 1954 : Phys . Rev . B 95, 359
Pettit K, Gider S, Salamon MB and Parkin SSP 1997 : (preprint )
Pierce DT, Unguris J and Celotta RJ, 1994 : in Ultrathin Magnetic Structures, eds . B . Heinrich

and J .A .C . Bland (Spinger-Verlag, Berlin) Vol . I I
Rossiter PL, 1987: The electrical resistivity of metals and alloys (CUP, Campridge)
Rührig M, Schäfer R, Hubert A, Mosler R, Wolf JA, Demokritov S and Grünberg P, 1991 : Phys .

Status Solidi A 125, 63 5
Sinha SK, Sanyal MK, Gibaud A, Satija SK, Majkrzak CF and Homma H, 1991 : in Science and

Technology of Nanostructured Magnetic Materials, eds . G .C . Hadjipanayis G .A. and Prinz
(Plenum Press, New York) Vol. B259, p . 14 5

Slonczewski JC, 1995 : J . Magn . Magn. Mater . 150, 1 3
Smith DJ, Li ZG, Modak AR, Parkin SSP, Farrow RFC and Marks RF, 1994 : Scr . Metall. Mater.

30, 68 9
Smith DJ, Modak AR, Rabedeau TA and Parkin SSP, 1997: (submitted )
Toney MF and Thompson C, 1990 : J . Chem . Phys . 92, 378 1
Tsang C, Chin MM, Togi T and Ju K, 1990 : IEEE Trans . Magn. 26, 168 9
Unguris J, Celotta RJ and Pierce DT, 1991 : Phys . Rev . Lett . 67 140



132

	

S. S. P. Parkin MfM 45

Weber W, 1995 : Europhys . Lett . 31 49 1
Yelon A, 1971: in Physics of Thin Films : Advances in Research and Development, eds . M .

Francombe and R . Hoffman (Academic Press, New York) Vol . 6, p . 205



MfM 45

	

13 3

Recent Progress in First Principles Investigations o f

Magnetism of Surfaces and Thin Film s

Ruqian Wu
Department of Physics & Astronomy, California State University ,

Northridge, CA 91330-8268, US A

and

A . J . Freeman
Department of Physics & Astronomy, Northwestern University ,

Evanston, IL 60208-3112, USA

Abstract

The present state of the art of theoretical studies of magnetism in artificial low dimensional tran-
sition metal materials, e.g ., surfaces, overlayers and multilayers, is reviewed here by means o f
some illustrative examples . Strong magnetic moment enhancements are found for Fe, Co an d
Ni atoms at surfaces or interfaces contacting with inert substrates . By contrast, the spin polar-
ization is strongly frustrated in systems with strong hybridization, which usually leads to mor e
complex antiferromagnetic ground states . As a major progress for first principles determinatio n
of the magneto-crystalline anisotropy, the state tracking and the torque approaches enable us t o
obtain very stable and reliable results of the MCA energy and other subsequent effects such a s
magnetostriction . The x-ray magnetic circular dichroism and its application for determination of
spin, orbital and dipole moments at surfaces and interfaces are also discussed .

1 Introduction

As Allan Mackintosh understood and applauded, magnetism research has bee n
undergoing a renaissance over the last decade following the discovery of a variety
of new scientific phenomena associated with man-made transition metal thin films .
Among them are the theoretical prediction of enhanced magnetic moments in ultra -
thin films and at surfaces (Freeman et al ., 1991), the discovery of perpendicula r
magnetic anisotropy (Garcia et al ., 1985) in layered structures, and the discovery
of giant magnetoresistance (GMR, Baibich et al ., 1988 and Binasch et al ., 1989 )
and accompanying oscillatory exchange coupling in multilayers made by alternatin g
magnetic and "nonmagnetic" metals (Parkin et al ., 1990) . Some of these discoveries
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are expected to have a major impact on the magnetic recording industry. An
example is the so-called spin-valve sensor (Dieny et al ., 1991), which is about to b e
used as a magnetic recording head . Other applications are multilayers with out-
of-plane anisotropy which show promise as "blue" magneto-optical media (Hurst
et al ., 1993), or GMR based structures which offer non-volatile alternatives t o
semiconductor based DRAM (Daughton et al ., 1992) .

As was also known to him, the great success of first principles electronic struc-
ture studies based on local spin density functional theory, which performs extremely
complex simulations of ever increasingly realistic systems, plays a very important
role in explaining magnetism in thin films and has led to the facing of even mor e
challenging problems (Freeman et al ., 1991) . Theoretical calculations predicte d
the large enhancement of the magnetic moment for 3d transition metal (TM) sur -
faces or overlayers deposited on inert substrates, and the possible magnetization
in some normally non-magnetic materials - for which some results have already
been verified experimentally. Complex magnetic structures, especially some anti -
ferromagnetic (AFM) configurations, can now be predicted by comparing tota l
energies with their equilibrium atomic geometries (including multilayer relaxation s
and reconstructions at surfaces and interfaces) optimized very efficiently using th e
atomic force approach . Significant progress has been made very recently for th e
treatment of the weak spin-orbit coupling (SOC) and now we are able to obtai n
(i) very reliable results for the magneto-crystalline anisotropy (MCA) energies and
magnetostrictive coefficients for transition metal thin films using the state trackin g
(Wang et al, 1993) and the torque (Wang et al ., 1996) approaches ; (ii) magneto-
optical Kerr effect (MOKE) and soft x-ray magnetic circular dichroism (MCD) .
Using a linear response theory, magnetic transport properties, such as GMR, can
also be determined from the ground state band structures .

The aim of the present review, dedicated to Allan Mackintosh, is to presen t
the main lines of important theoretical developments in this exciting area in recen t
years with an emphasis on our own full potential linearized augmented plane wav e
(FLAPW) (Wimmer et al ., 1981) calculations . Examples presented here indicate
that high quality ab initio calculations of magnetic systems can achieve high ac-
curacy/precision for a wide range of magnetic properties of transition metal and
rare-earth metal systems . The new level of performance and the capability of mod-
ern computational simulations can help to alleviate many expensive experimental
procedures, and can gradually build up effective tools to search for new magnetic
materials .
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2 3d Overlayers

As determined by Hund's rules, most of the free transition metal atoms posses s
a net spin moment . In the solid state, their magnetic moments decrease becaus e
the interatomic Coulomb repulsion diminishes the parallel spin alignment in th e
region between the atoms . Naturally, a reduced dimensionality, e .g ., in 2D (i .e . ,
monolayer) or 1D (i .e ., linear chain) systems, is expected to restore the free atom
nature of the atom in question and thus to enhance the local magnetic moment .
Indeed, the calculated magnetic moments of 3d transition metals increase wit h
the decreasing dimensionality of system in going from bulk, surface and to a fre e
monolayer (Freeman et al ., 1991) .

To realize the predicted strong magnetic moment in monolayers, supporting
substrates should be lacking electronic states at the Fermi energy so as to minimiz e
the overlayer-substrate hybridization . As listed in Table I, the magnetic moment s
of Fe and Co atoms are reduced by only about 0 .1-0 .2 uB on Ag(001) or Au(001 )
compared to those in their free-standing monolayers . Surprisingly, Cu(001) exhibit s
very strong proximity effects ; the overlayer magnetic moments are reduced by 0 . 5
/ n from those in the free standing case . A benign substrate, namely MgO(001) ,
was found on which the spin moment of an Fe monolayer is as large as 3 .07 µB -

almost unchanged from the value for the free standing Fe monolayer, 3 .10 µB . Since
MgO(001) has no states in the gap at EF even for the surface layer, Fe/MgO(001 )
is almost free of chemical interactions .

With strong interfacial interactions, e .g ., in Fe/W(001) and Fe/Ru(0001), w e
found that AFM ordering prevails since the FM state is frustrated by the d-ban d
hybridization . For example, Fe/W(001) has no stable, or even metastable, F M
states. By contrast, the AFM state (M = 0 .7 i ) is about 0 .01 eV/cell lower
than the PM state . Very interestingly, the FM ordering of the "dead" Fe laye r
can be activated by an additional Fe overlayer and the magnetic moments in the
interface and surface layers jump to 1 .68 p, B and 2 .43 p, B , respectively. Therefore ,
the observations of magnetism in Fe/W(001) should vary dramatically between on e
and two layers .

On the diamond (001) surface, we found that a large Fe and Co magneti c
moment can be sustained (1 .93 µB and 1 .56 f.c B , respectively), whereas the magneti c
moment of a Ni monolayer is reduced to zero . It was found that the magnetic
moments strongly depend on the interlayer distance due to the interaction wit h
the dangling bond surface states on C(001) . Interestingly, Fe and Co magneti c
layers induce almost zero magnetic moments at the interfacial C sites and a sizable
magnetic moment at the subinterfacial C sites (0 .04 /LB) .

A strong interplay between magnetism and atomic structure was found fo r
Mn/Fe(001) . The antiparallel alignment in the Mn plane with a large (3 .1 AB)



136

	

R. Q. Wu and A . J. Freeman

	

MfM 45

Table I . Magnetic moment (RB) and magnetic ground state of magnetic monolaye r
and overlayer systems .

System Monolayer Overlayer
state moment state moment

Fe/Ag(001) FM 3.20-3 .4 FM 2.96-3 .0 1
Fe/Au(001) FM FM 2 .9 7
Co/Ag(001) FM 2 .20 FM 2 .0 3
Ni/Ag(001) FM 1 .02 FM 0.57-0 .6 5
Fe/MgO(001) FM 3 .10 FM 3 .0 7
Fe/Cu(001) FM 3 .20 FM 2 .69-2 .8 5
Co/Cu(001) FM 2 .05 FM 1 .7 9
Ni/Cu(001) FM 1 .01 FM 0 .3 9
Ni/Cu(111) FM 1 .01 FM 0 .3 4
Fe/C(001) FM 2 .96 FM 1 .9 3
Co/C(001) FM 2 .06 FM 1 .5 6
Ni/C(001) FM 1 .03 PM 0 .0 0
Pd/Ag(001) FM 0 .40 PM 0 .0 0
Pd/MgO(001) FM 0 .34 PM 0 .0 0
Pd/C(0001) FM 0 .14 PM 0 .0 0
Rh/Au(001) FM 1 .56 FM 1 .0 9
Rh/Ag(001) FM 1 .45 FM 0 .9 5
Rh/MgO(001) FM 1 .45 FM 1 .2 1
Rh/C(0001) FM 1 .35 FM 0 .2 4
Ru /Ag(001) FM 2 .12 FM 1 .5 7
Ru/MgO (001) FM 2 .14 FM 1 .95
Ru /C (0001) FM 2 .48 FM 0 .2 8
Fe/W (110) FM 2 .98 FM 2 .1 8
Fe/W(001) FM 3 .10 AFM 0 .93
Fe/Ru(0001) FM 2 .90 AFM 2 .2 3
Mn /Fe(001) AFM 4 .32 AFM 3 .15

magnetic moment is found to drive a c(2 x 2) buckling reconstruction in the Mn
overlayer . Due to hybridization with the magnetic Fe(001) substrate, the valenc e
bands of the two different Mn atoms differ substantially and thus FM signals ca n
be detected from the AFM Mn monolayer using techniques such as spin-polarize d
photoemission . For the bilayer Mn/Fe(001) (i .e ., 2Mn/Fe(001)), we found that th e
surface Mn layer (instead of the interfacial Mn layer) appears to couple antiferro-
magnetically with the underlying Fe substrate . This unusual behaviour was also
found in experiments for Cr/Fe(001) and Mn/Fe(001) (Roth et al ., 1995) . Again ,
we found that the magnetic ordering in 2Mn/Fe(001) is very sensitive to the atomi c
structure and thus the positions of all the atoms need to be well optimized for suc h
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a system .

3 Possible 4d magnetism

It was found that some 4d elements, namely Pd, Rh and Ru, can possess magnetic
moments in certain circumstances . In an isolated monolayer geometry, the calcu-
lated magnetic moments for Pd, Rh and Ru are 0 .35 µB , 1 .45 µB and 2 .12 A B ,
respectively (Zhu et al ., 1990; Wu et al ., 1992) . Physically, the density of states at
EF of paramagnetic Ru and Rh monolayers is found to increase by 450% over their
corresponding bulk values, which results in a large Stoner factor (1 .45 and 1 .89 for
Ru and Rh monolayers, respectively) and thus a Stoner instability.

Strikingly, the magnetism of the free Rh monolayer is found to remain when
placed on Ag(001) and Au(001) substrates . However, verification experiments us -
ing the surface magneto-optic Kerr effect (SMOKE) failed to find any evidence o f
ferromagnetism in Rh/Ag(001) at temperatures down to 40 K. (Mulhollan et al . ,
1991 ; Liu et al ., 1992) . To understand this discrepancy, FLAPW calculations were
carried out for the Rh/Ag(001), Ru/Ag(001), Ag/Rh/Ag(001) and Ag/Ru/Ag(001 )
systems . The overlayer relaxation is found to be very small and to have no signifi-
cant effect on the electronic and magnetic properties . Further, we found that th e
ferromagnetism of Rh/Ag(001) can be destroyed by an additional Ag layer - which
attributes the lack of ferromagnetism in recent SMOKE experiments to the surfac e
segregation between Rh and Ag atoms. By contrast, Ru/Ag(001) is predicted to
be ferromagnetic with both a larger magnetic moment and larger magnetic energ y
even after being covered by a Ag layer, and thus is more suitable for experimenta l
verification . In addition, the considerably stronger overlayer-substrate Coulomb
repulsion indicates that Ag is no longer the "benign" substrate for 4d overlaye r
magnetism that it is for the 3d metals.

As expected, large magnetic moments are predicted for Ru and Rh monolayer s
on MgO(001) (1 .95 µB and 1 .21 p,B for Ru and Rh, respectively) - indicating ,
in principle, the potential application of MgO(001) as a benign substrate for 4 d
monolayer magnetism. Significantly, according to our atomic force determinations ,
the metal overlayers induce a sizable buckling reconstruction in the interfacial Mg O
layer, which enhances the M-MgO binding energy by 0 .1 eV. The weak M-O
interaction is mainly via tail effects ; however, it affects the density of states a t
the Fermi level for Pd/MgO(001) significantly and completely eliminates the smal l
magnetic moment of the free Pd monolayer (0 .34 JL B ) .

A nonzero in-plane spin polarization was observed for Ru/C(0001) below 250 K ,
using spin-polarized secondary electron emission (SPSEE) techniques (Pfandzelter
et al ., 1995) . This first evidence of 4d monolayer magnetism is very encouraging an d

io
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deserves theoretical verification . Surprisingly, the calculated magnetic moments o f
Rh/C(0001) and Ru/C(0001) are only 0 .24 µB/adatom and 0.28 iB/adatom even
in a very sparse structure . Furthermore, the magnetic moments are found to depen d
strongly on the overlayer/substrate interlayer distance . The calculated magneti c
moment of Ru jumps discontinuously to a value as large as 1 .1 ,uB just slightl y
away from the equilibrium position . It can even reach a value of 1 .5 [L B if the
interlayer distance is 10% larger than the equilibrium one . Such a discontinuous
behaviour suggests the co-existence of several high- and low-spin moment states .

4 Magneto-crystalline anisotropy

As is known, the strength of spin-orbit coupling (SOC) in 3d transition metal
systems is very weak (30-50 meV, or 100 times smaller than that of the crystalline
field) and thus can be well treated using a perturbative framework . As stated i n
the often-used MCA force theorem, the MCA energy can be approximately take n
as the band energy

EMCA = E(-*) - E(r) = E rQ (-*) - E r i(t) + O(SP
n

) .

	

(1 )
'Dec ,

	

occ „

Very recently, we proved that the order of n goes up to 4 for thin film systems, an d
thus the force theorem should be able to provide sufficient accuracy for MCA energy
determinations . However, several numerical uncertainties have been inherent i n
most previous ab initio MCA calculations because the sets of occupied states, i .e . ,
{occ'} and {occ"}, were determined through the Fermi filling scheme which relie s
on the very limited information from the eigenvalues, e~ .

Recently, we proposed the state tracking approach in which the {occ'} an d
{occ"} states are determined according to their projections back to the occupie d
set of the unperturbed states . Since this procedure ensures minimum change in th e
charge and spin densities as required by the force theorem and excludes the possibl e
randomness in the Brillouin zone (tracking at a given k-point) (Wang et al ., 1993) ,
very stable MCA results have been obtained for magnetic thin films such as Fe, Co
and Ni monolayers in the free standing case as well as on various substrates (C u
and Pd, etc) with relatively small number of k-points . Perhaps more importantly,
the behaviour of MCA for transition metal thin films can now be related to more
fundamental properties, such as band structures and wave functions . This enable s
us to explore the underlying physics and, furthermore, to figure out a way to tune
the MCA for transition metal systems : For example, the strong in-plane MCA
of a free standing Co monolayer is found to originate from the coupling between
the occupied dxz,yz and unoccupied dz 2 and dx2_ y 2 states at the M point . When
adsorbed onto the Cu substrate, for example, the d zz , yz state is lowered in energy
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due to the interfacial hybridization and thus the MCA energy becomes less negativ e
in the Co/Cu overlayer systems and even positive in Co/Cu sandwiches .

More recently, we proposed a torque (Wang et al ., 1996) method which can
further depress the remaining uncertainties resulting from the SOC interaction
between near-degenerate states around the Fermi level (so called surface pair cou-
pling) . To demonstrate the idea of the torque method, recall that the total energ y
of an uniaxial system can be well approximated in the form

E= Ea -}- K2 sin 2 0+ K4 sin4 0,

	

(2 )

where B is the angle between the normal axis and the direction of magnetization .
It is easy to find that the MCA energy is equal to the angular derivative of th e
total energy (torque) at a "magic angle" of 0 = 45° a s

EMCA = E( 6 = 900 ) - E(O = 0°) = K2 + K4 = dE/dole=45° .

	

(3 )

If we apply the Feynman-Hellman theorem, EMCA can be evaluated finally as (note
only HS°° = s L depends on 6 in the Hamiltonian )

EMCA = (V i l dH/dOI W) I o=45° = ( Ì̀Q
aHsoc la6 lvz) 1Ø-45°

(4 )
occ

	

oc c

where ‘If2 is the ith perturbed wave function .
The advantage of the torque method is obvious since in this approach we only

have to deal with one particular magnetic orientation and thus only one Ferm i
surface is required for the k-integration . In addition, the MCA energy is expresse d
as the expectation value of the angular derivative of H S°° and therefore it is much
more insensitive to the surface pair coupling . With the aid of the state tracking an d
torque methods, very stable results have been obtained for various transition meta l
systems and so we are able to attack the long standing problem of magnetostrictio n
in transition metals .

As a first illustration, consider isolated monoatomic iron and cobalt layers wit h
the same square lattice so that their electronic bands are very similar . Despite thes e
similarities, in-plane and perpendicular surface MCA are expected for Co and Fe ,
respectively, from both experiment and theoretical calculations . According to our
calculation and analysis, this is caused by the different occupation of the spin -
down d bands due to the difference in the valence electron number . For example,
for the Co monolayer, two bands consisting of xz and yz states are all occupied i n
a large region near M They are coupled through either l y or lx angular momentum
components to the empty z2 states, and this contributes to the in-plane MCA . The
variation of the surface MCA for different atomic (Co vs Fe) layers amounts t o
about 3 meV, depending on the lattice strain .

io*
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In an overlayer system, the MCA energy depends mainly on the hybridizatio n
between its out-of-plane states, namely the xz and yz states, and the orbitals of th e
substrates. At the Co-Pd interface of a Pd/Co/Pd sandwich, for example, the C o
xz and yz states have been appreciably pushed up to higher energy which results i n
perpendicular interface MCA . We found that the effects of different substrates ca n
affect the MCA energy by 2 to 3 meV . These interfacial effects are well described
using an effective ligand interaction model .

5 Magnetostriction

In general, the size of the (magnetostrictive) strain induced by rotation of th e
magnetization of a magnetic material depends on the direction of the measure d
strain and magnetization with respect to the crystalline axes of the material . For
a cubic material, the directional dependence of the fractional change in length ca n
be expressed in terms of the direction cosines of the magnetizations (ai ) and thos e
of the measurement direction (/i) with respect to the crystalline axe s

Al 3_
2 X 100

i=1

2
z

	

+ 3Àiir (5 )
i Oj

If the measurement is carried out along the (001) direction for example, /x = /y = 0
and /Z = 1, Eq . (5) can be simplified as

Al

	

12a -: 0 E Z 3
(6)

and
2 Ol z - Oly , yA loo = 3

	

(7)

Clearly, À10o represents the change in length along (001) when the magnetizatio n
turns from the the x-y plane to the z direction .

The equilibrium length l can be obtained by fitting the calculated total energy
as a quadratic function of l ( l 0 = - b/2a) as

E=ale +bl+c .

If the MCA energy is a linear function of l (as will be demonstrated)

EMCA = E(x, y ) - E( z) = k 1 1 + k2

then we finally have

( 8 )

( 9 )

A ool = -2k 1 /3b .

	

(10 )
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Obviously, while the value of b can be easily calculated with high precision, th e
bottleneck for the determination of A is the value of k 1 , i .e ., the strain dependenc e
of the MCA energy.

For cubic bulk magnetic transition metals, the in-plane lattice constants ar e
expected to change when the strains are applied along the vertical direction . Here ,
we consider two modes of distortion, namely (i) constant volume (i .e ., Yi mode)
and (ii) constant area in the lateral plane, when we change l to determine th e
magnetostrictive coefficients . For the yl mode, the calculated total energies and
MCA energies are plotted in Fig . 1 . For bulk bcc Fe and fcc Co and Ni, the
total energy can be well-fitted by a parabola and the MCA energy exhibits a goo d
linearity with respect to the change of l - indicating the high precision of the presen t
calculations and also justifying the huge range of strain (Al/1 5-20%) used i n
the calculations relative to saturation magnetostrictive strains (Ol/i ti 10-5 ) .

For both the constant volume and constant area modes, the calculated Aooi i s
positive for bcc Fe and fcc Co - meaning that the dimension expands along the
direction of magnetization ; by contrast, the calculated Aool for bulk fcc Ni is oppo-
site in sign. For the constant area mode, the values of cool decrease substantially
from the results obtained for the constant volume mode . These zero temperatur e
results are of the correct sign and set a satisfactory range for the measured value s
of cool . They thus serve to validate this new approach for determining the tin y
magnetostriction in transition metal systems .

To extend this approach to thin films consisting of a magnetic monolayer and a
thick non-magnetic substrate, one should bear in mind that the lattice constant in
the lateral plane is fixed by the substrate and so only strains along the vertical di -
rection can be observed . The lin Eqs . (8) and (9) should therefore be considered a s
the interlayer distance between the magnetic overlayer and the non-magnetic sub -
strate . The orientation of the substrate is used as a subscript for A, e .g ., A loo stands
for systems with (100) substrates. To simulate Co/Cu(001) and Co/Pd(001), a sla b
consisting of seven ideally constructed fcc Cu or Pd layers ( acu = 6.83 a .u. and

ap d = 7.35 a.u.) with a pseudomorphic Co overlayer on each side is used .
For each system, the total energy curve can be well fitted by a parabola and th e

MCA energy exhibits a fairly good linearity as functions of the overlayer/substrat e
distance . We found for Co/Cu(001) that b and k l are equal to -4390 meV/a.u .
and -0.376 meV/a .u ., respectively; thus, the calculated A100 at the Co/Cu(001) in-
terface is -5.7 x 10-5 . The negative sign means that the Co-Cu interlayer distanc e
contracts when the direction of magnetization changes from in-plane to normal t o
the surface . Dramatically, we found that the MCA energy for Co/Pd(001) becomes
more negative when the Co-Pd distance shrinks and thus cool becomes positive ,

+2.3 x 10-4 , just opposite to that for Co/Cu(001) .
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Figure . 1 . The calculated total energy (left scale) and MCA energy (right scale) a s
a function of the length of the c-axis for (a) bcc Fe, (b) fcc Co and (c) fcc Ni .
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6 Strain-induced MCA in Ni/Cu(001 )

In many cases, the origin of perpendicular magnetic anisotropy (PMA) in ultra
thin films is still not very clear today. It is believed that PMA originates from
the altered hybridization, reduced symmetry or the stronger spin-orbit couplin g
(SOC) interaction at the interfacial region when heavier substrate atoms (Pd o r
Pt) are involved . It is hard, however, to explain the observation for Ni/Cu(001) i n
which the PMA occurs only when the Ni film becomes thicker than seven atomic
layers (Baberschke, 1996) . To understand this unusual result, we calculated th e
MCA energies of bulk fct Ni (lattice matched with Cu(001)) and of the mono- an d
bi-layer Ni/Cu(001) overlayer systems. We find that the lattice strain in bulk fct
Ni leads to a large positive MCA energy (an inverse effect of magnetostriction) ,
whereas the interfacial contribution to the MCA energy is negative (-1 .1 meV per
Ni atom) . Thus, the PMA in Ni/Cu(001) is clearly due to strain-induced effects i n
the bulk, rather than interfacial effects, as was believed in the literature .

Similar to that in Fig . 1, the calculated MCA energies for bulk fct Ni can be wel l
fitted by a linear function of the length of the c-axis . When c is equal to 6.83 a.u .
(ideal fcc Cu lattice), the MCA energy is smaller than 1 µeV/atom - a result whic h
indicates the precision of the present approach for the determination of the MC A
energy for bulk magnetic transition metals . At the position corresponding to th e
measured structure (c = 6 .44 a .u .), the MCA energy reaches 65 µeV/atom . This
result agrees well with recent experimental data extrapolated to zero temperature ,
i .e ., 70 µeV/atom (Baberschke, 1996) . In bulk fct Ni, with a magnetic moment
of 0 .65 µB , the calculated shape (so-called volume) anisotropy energy due to the
magnetostatic dipole interactions is less than 0 .6 peV/atom for a wide range of
lattice distortion (10%) . Thus, the MCA contribution is the dominant part of th e
PMA .

The strain-induced MCA energy is found to originate from the shift of the
unoccupied dxx yZ states (m = 1) into a higher energy region when the lattice i s
compressed along the vertical direction . This weakens the spin-orbit interactions
between the dxz,yz and the occupied non-bonding d x 2_y2 and d z 2 states (whic h
yield a negative MCA energy) . Meanwhile, almost no change is found for th e
unoccupied states with in = 2 and m = O. The SOC interactions between the
dx2_y2 and d xy states (which give a positive MCA energy) are therefore almost
unaffected. This results in a positive MCA energy since the SOC interactions wit h
the same m prevail over that with different m .

We have also determined the MCA energies of mono- and bi-layer Ni/Cu(001 )
thin films; they are -0 .69 meV/atom and -0.30 meV/atom, respectively. Again ,
the shape anisotropy is negligible even for these overlayer systems (e .g ., it is 0 .02 3
meV/atom for the monolayer Ni/Cu(001)) . The net MCA energy is strongly nega-
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tive so that in-plane magnetization is preferred for the ultra-thin overlayer system .
Thus, at least for Ni/Cu(001), the observed PMA for thick overlayers does no t
come from surface/interface effects as was believed before, but appears to be du e
to the strain-induced bulk contribution .

7 MCD at surfaces and interface s

The possibility to determine both the spin and orbital moments (denoted as (S z )
and (L z), respectively) directly from x-ray magnetic circular dichroism (MCD ,
Schütz et al ., 1987 ; Stöhr, 1993, 1995) spectra by applying recently proposed sim-
ple but powerful MCD sum rules has attracted considerable excitement and at-
tention (Thole et al ., 1992 ; Carra et al ., 1993) . Since these sum rules have been
derived from a single ion model, their validity for complex materials (e .g ., transition
metals) with strong multi-shell hybridization (excluded in the original derivation )
needs to be verified . As is well known, MCD measures the difference in absorp-
tion between right- and left-circularly polarized incident light during the proces s
of electric transitions from core states to unoccupied valence states. Due to the
spin-orbit coupling between valence states, the MCD signals of am (= a+ - a_ )
for the L 2 and L 3 absorption edge for 3d transition metals no longer cancel eac h
other as they do in the absence of SOC where the integrated L2 and L 3 signals ar e
equal and opposite . Here, a+ and a_ represent the absorption cross sections for
left- and right-circularly polarized light, respectively .

As stated in the MCD sum rules, integrations of the MCD and total absorptio n
spectra relate directly to (Lz), (Sz ) and (Tv ) for the unoccupied state s

Im =fL3+L2 amdE = (Lz )
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where a,,,, = a+ - a_ and at = a+ + a_ + az . T is the spin magnetic dipol e
operator, i .e ., T = [S -3f (T S)], (Tz = Sz (1 - 3 cos2 e)/2 for S aligned along th e
z direction) . The number of valence holes, Nh , can be obtained from an integration
over the unoccupied density of states (p(E)) .

There are two assumptions in the derivation of the sum rules : (i) the radial
matrix elements are constant for all transitions, and (ii) no hybridization exist s
between different l shells (i .e ., l is a good quantum number) . As is well-known ,
both assumptions fail in real materials and thus weak s,p-d hybridization (which
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Table II . Calculated values of (Lz), (S.), (Tz), (Se) and Nh and sum rule errors
R I = r

/
2Nh -1, R2 = Ii / (

sNp) -1 and R 3 =

	

/
I (L=) -1 for Ni(001), Co(0001 )It

	

Nh

	

,

	

Is 2S e
and Fe(001) surface (S) and bulk-like centre (C) layers .

Atom (L,z ) (Sz ) 7(Tz ) (Se ) Nh R1 R2 R3
Ni(S) -0.069 -0 .67 -0.082 -0 .250 1 .81 0 .27 0 .52 -0.1 0
Ni(C) -0.051 -0 .62 -0.027 -0 .215 1 .66 0 .20 0 .36 -0.1 1

Co(S) -0.090 -1 .61 0 .240 -0 .457 2 .60 0 .11 0 .24 -0.09
Co(C) -0.078 -1 .52 0 .014 -0 .502 2 .55 0 .09 0 .22 -0.10

Fe(S) -0.111 -2 .71 0 .230 -0.828 3 .70 0 .10 0 .16 -0.04
Fe(C) -0.063 -2.10 0 .028 -0.691 3 .34 0 .04 0 .15 -0.09

affects both assumptions) is important for the validity of the sum rule . Since the
effects of s, p states are inherent in real materials and thus in the experimenta l
spectra, the validity of these sum rules needs to be checked . To this end, FLAP W
calculations were carried out to obtain both the MCD spectra (I,, Is and It ) and
ground state properties ((Se ), (Lx ), (TO.) and Nh ) .

In a series of investigations (Wu et al ., 1993 ; 1994), we found that the mai n
mechanism affecting the validity of the sum rules is the hybridization between th e
d states and the high-lying s,p states. Significantly, the It and Nh are not wel l
defined quantities since they do not converge with respect to the upper-limit of th e
energy integration, and thus an arbitrary energy cut-off has to be applied in orde r
to stay within the d band region . Thus, we proposed a criterion for the choice o f
the energy cut-off, i .e ., cut the integrations for It and Nh at the energy where the
MCD counterpart becomes acceptably close to zero . Based on this criterion, we
adopted an energy cut-off of 6 eV above EF for the calculated results for Fe, C o
and Ni (bulk and surfaces) .

As listed in Table II, the validity of the spin and orbital sum rules is denote d
by RI = Ir/

(

LN
h=)

- 1, and R2 = I / (s
N h'

) - 1 . Obviously, the orbital sum rule i sÎt
seen to work very well (within 10%) for Fe and Co systems, and the error becomes
larger for Ni since the number of s,p holes is almost equal to that of d holes (w e
used an energy cutoff of 6 eV above EF ) . By contrast, the errors of the spin su m
rule are much larger ; it actually fails severely for the Ni surface since R2 is as larg e
as 52% .

In addition, the (Tz ) term in the spin sum rule is negligible only for atoms
with cubic symmetry. For atoms in non-cubic environments such as surfaces and
interfaces, as seen from Table II, its importance is obvious, since its magnitud e
becomes 8 .5%, 12% and 15% of (Se ) at EF for Fe(001), Ni(001) and Co(0001) ,
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respectively. The hybridization between different l shells is the main mechanism
causing the failure of the MCD spin sum rule for transition metals . Without s, p
states, the error of the MCD spin sum rule can be reduced to within 10% even fo r
the Ni surface .

We have emphasized the need for a proper energy cut-off for the integration s
in order to eliminate the error introduced by the high lying s, p states through the
normalizing denominators . A better way is to combine the (L z ) and (S z ) sum rules ,
as was done recently in some experiments on bulk transition metals . From our firs t
principles calculations, we found that the error in the ratio R 3 =/ sej - 1, i sI s

	

(
10% or so for all systems studied .

Conclusions

In summary, state-of-the-art ab initio LSD electronic structure calculations have
achieved great success in the exciting field of thin film magnetism, in both explain -
ing existing phenomena and, more importantly, in predicting the properties of ne w
systems . Illustrative results demonstrate that : (1) the lowered coordination num -
ber at clean metal surfaces leads to enhanced magnetic moments; (2) noble metal
and MgO substrates do not affect the magnetism in most cases, but show significan t
effects on 4d overlayers ; (3) the strong interaction (hybridization) with nonmag-
netic transition metals diminishes (entirely in some cases) the ferromagnetism an d
usually leads to AFM ordering ; (4) the magnetic anisotropy and magnetostrictio n
can be predicted correctly using the state-tracking and torque procedures ; and (5 )
x-ray magnetic circular dichroism can be explained in the framework of interband
transitions . In the future, electronic structure theory is expected to continue t o
play a predictive role by considering more practical systems, by eliminating th e
limitation of the local spin density approximation and developing more efficient
and precise methods .
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Spin Dynamics in Strongly Correlated Electro n
Compounds

Yasuo Endoh

Department of Physics, Graduate School of Science, Tohoku University ,

Aramaki Aza Aoba, Aoba-ku, Sendai, 980-77, Japa n

Abstract

The recent neutron magnetic scattering results from strongly correlated electron compounds are
reviewed . We have elucidated the spin fluctuations in the 3d transition metal oxides including th e
high temperature superconductors, the colossal magneto-resistance materials and related com-
pounds . One important conclusion obtained from our studies is that spin dynamics or therma l
spin fluctuations in these correlated electron systems are quite similar to those characterisin g
itinerant electron magnetism.

1 Introduction

In the past decade, we have been interested in the physics of strongly correlate d
electron systems as the most fascinating subject in modern condensed matte r
physics . Materials of the strongly correlated electron systems commonly show
unconventional properties as the result of nonlinear many-body electron force s
plus various competing interactions acting on not only electrons and spins but als o
phonons . Among these we focus on transition metal oxides presented in this paper ,
which belong to the family of either a cubic perovskite of AB O3i with A = Alkaline
(-earth) metal cation, B = transition metal cation or their modified lattices .

The cubic perovskite of high symmetry is well known for its structural insta-
bilities and it exhibits the distorted lower symmetry structure coupled with othe r
freedoms such as electrons, (pseudo-)spins etc . (Samuelsen et al ., 1972) . Eventu-
ally it has become the important class of the `strongly correlated materials' fo r
not only the research of solid state physics but industrial application . The colossal
magneto-resistance system of Lal_xSr x MnO 3 can be included in this category. On
the other hand, the high TT superconductors of the single layered copper oxide ,
La 2„Srx CuO4i have an A 2 BO 4 unit lattice, where units of A 2 02 plus BO 2 layer s
stack alternately . Therefore the lattice structure is quasi two dimensional (2D),
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and in fact the physical properties are of mostly 2D character .
Another important aspect of these transition metal oxides presented here i s

the `Mott transition' upon doping charges (holes) into the parent material . The
insulating state is realized by the effect of the strong electron correlation . In other
words, the half-filled band is split by the electron correlations and then the lowe r
split band becomes fully occupied, hence an insulator . The insulating state o f
this category exhibits the antiferromagnetic long-range order due to the stron g
electron correlation . La2 CuO 4 and LaMnO 3 are both considered to be realization s
of the Mott insulator or Mott-Hubbard insulator (Hubbard, 1963 ; Kanamori, 1963 ;
Gutzwiller, 1963) .

Spin fluctuations in the strongly correlated electron systems have become a .
central issue for the mechanism of the high TT superconductivity : how strong the
2D antiferromagnetic interaction governs the metallic state of these high T T super -
conducting copper oxides, which might be extended from the 2D quantum antifer-
romagnetism in the insulating state of La2CuO4. Furthermore it must be clarifie d
experimentally how the unique spin fluctuations play a key role in the mechanis m
of the unconventional superconductivity.

Among many recently discovered high TT superconductors of the copper oxides ,
the single layered copper oxide materials of La2 _ xSr x CuO 4 have been focussed on in
our group mainly due to the fact that this system is the simplest material amon g
the high Te superconductors and also the fact that undoped La 2 CuO4 (x = 0 )
is the most ideal 2D quantum (S = 1/2) Heisenberg antiferromagnet in our lon g
standing interest . The main stream of our research activities for a decade have bee n
summarized in several review papers (Birgeneau and Shirane, 1989 ; Endoh, 1990 ;
Shirane et al ., 1994) . Therefore the first half of this paper deals with the most recent
progress in our investigation of spin fluctuations in the superconducting phase of
La2 _ x Sr x CuO4 with x = 0 .15, which gives the highest transition temperature (Tc =
37.3 K) in this particular system of the single layered superconductors . We also
present the doping (x) dependence of the wave vector (S) of the incommensurat e
spin fluctuations in the following section .

In the latter half, we discuss spin dynamics in the colossal magneto-resistanc e
materials of La l _x SrxMnO3, with x < 0.3 (Martin et al ., 1996) . Spin correla-
tions were predicted to be unusual reflecting the colossal magneto-resistance effect ,
which is the gigantic jump in resistivity associated with the long range magnetic
order . The transition from the antiferromagnetic insulator to ferromagnetic meta l
at around x 0 .15 is induced by the double exchange interaction due to the spi n
canting (de Gennes, 1960) . A dimensional crossover behaviour in La i_xSr x MnO 3
at around x 0 .1 (Hirota et al ., 1996) will also be interpreted by the double ex-
change interaction . Finally we will show that the characteristics of spin dynamic s
in the metallic phase of La i _x SrxMnO3 can be mapped onto the ferromagnetic
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Figure 1 . Temperature dependence of peak intensities of (0,1,2) superlattice re-
flection near and below the structural phase transition of La1 .s5Sro .15CuO4 single
crystals of `Sendai' (T~ = 37 .3 K) and `Koshu' (T,, = 33 K) . Insert is given the
superconducting transition of Sendai crystal (Yamada et al ., 1995) .

transition metals, such as MnSi (Ishikawa et al ., 1985), Ni (Steinvoll et al ., 1984) ,
Fe (Wicksted et al ., 1984), Pd 2 MnSn (Shirane et al ., 1985), EuO (Boni and Shirane ,
1986) or recently studied CoS 2 (Hiraka, 1996) .

Note that the neutron scattering results very much depend on the quality as wel l
as the size of the single crystals, and naturally the single crystal growth is one of th e
most important research activities in our group . Most of the oxide crystals used for
our neutron scattering experiments were grown by the Traveling Solvent Floatin g
Zone (TSFZ) method using the lump-image focusing furnace (Hosoya et al ., 1994) .
This method is very useful for the production of pure and large samples becaus e
any impurity can be excluded during the melting and the oxygen atmosphere ca n
be readily controlled as desired . A typical size of the single crystal is 7 mm i n
diameter and 3-4 cm in length of each rod .

The homogeneity of the grown single crystal of La 2 _xSrx CuO 4 was character-
ized by the sharpness of the tetragonal-orthorhombic structural phase transitio n
as shown in Fig . 1 (Yamada et al ., 1995) . The temperature dependence of the
peak intensities at (0, 1, 2) (Bamb notation) superlattice is shown in our studies ,
which is proportional to the square of the orthorhombic order parameter. It i s
well known that the data are described by the rounded power laws of (Tt - T) 2ß ,
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where the structural phase transition temperature Tt has a Gaussian distributio n

with the mean value Tt and a half width a l/2 i ,3 was held fixed at the 3D XY
value of 0 .35 . a1/2 was determined to be 1 .4 K and dTt/dx = -2600 K. Thus

the experimental result corresponding to an inhomogeneity was determined to b e

6 x 10-4 in x . T~ = 37 .3 K as well as the sharpness in AT, prove the highes t

quality among existing single crystals used at least for neutron scattering studies .

For instance, the other crystals used in the previous experiments show TT 33 K
and the inhomogeneity of 4 x 10-3 in x (Matsuda et al ., 1994) .

The lower energy neutron scattering experiments have been carried out on th e

triple axis spectrometers of both TOPAN installed at the JRR3 in JAERI an d

H7 installed at the HFBR in BNL . The high energy time of flight (TOF) neutro n

scattering experiments have been also made on the chopper spectrometer installe d

at the pulsed spallation neutron source of ISIS in DRAL .

2 Dynamical susceptibility in superconductin g

Lae-x Srx CuO4

2 .1 Incommensurate spin fluctuations

Dynamical magnetic susceptibility in low energies, typically less than 20 meV in th e

superconducting La 2 _xSrx CuO 4 is well characterized by the incommensurate spin

fluctuations : sharp peaks appear at Qs = (7(1+ 8), 7r) and (7r, 7r(1 ± S)) in the 2D

reciprocal space of the square lattice representation (Matsuda et al ., 1994; Mason

et al ., 1992) . As shown in Fig . 2, the magnetic peaks which correspond to four
rods extending along [0, 0, L] intersect the (H, K, 0) plane at Qs . First, we present

the doping effect of the wave vector of the incommensurate spin fluctuations, i .e .

x-8 relationship .
As mentioned earlier, the experimental data specifying a relation between spi n

correlations and/or fluctuations and electronic properties, such as the carrier densi-

ties of the doping holes, should be very sensitive to the crystal quality . Systemati c

experiments combining careful neutron scattering measurements with precise bul k
measurements can only provide the reliable determination of the wave vector (S )
of the incommensurate spin fluctuations, the development of the spin correlations ,

chemical composition, the super-conducting temperature (Te), and consequently

x-S. Since we must determine these values for the crystals of different x, we trie d

to keep the identical single-crystal growth condition of the TSFZ method and post -

growth heat treatment, as well . We have also minimized possible errors in variou s

stages of the experimental process . The experimental error was determined to be
no more than 0 .008 in nominal x, which is accurate enough for the present purpose .
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Figure 2. The schematic drawing of the 2D incommensurate spin fluctuations . 4
rods are located at Qg = Or, ir(1 + 5)) and (Tr(1 ± 5), ir) in the c plane . 8 is 0.24 rl u
for x = 0 .15 .

The accuracy of 8 is seen in the following figures (Yamada et al ., 1996) .
We have already presented a nonlinear x-S relation (Endoh et al ., 1992) . We

can now show unambiguously the nonlinearity, which is shown in Fig . 3 . It must be
emphasized here that the double peaked spectra become noticeable above x = 0 .05 ,
approximately corresponding to the superconducting phase boundary . Precisely
speaking, x-6 is approximately linear in x > 0.05 with slight deviation downward s
occurring beyond x 0.12 . Note that previous neutron scattering studies wit h
the most recent result show the single peaked spectra centered at (7r, 7r) at x <
0.04 . We have also obtained a surprising result that 6 is proportional to T T in
the latest investigation, which is presented in the same figure . We argue that this
result should be a direct evidence of a causal relation of the superconductivity
and incommensurate spin fluctuations in the single layered superconductors of the
La 2 _xSrxCuO 4 crystals .

As for the result of the incommensurate spin correlations in the superconductin g
state of the La 2 _xSrxCuO 4 crystals, several models are proposed . The first mode l
is the nesting of the large hole band at the Fermi energy (Si et al., 1993) . The
second is the possible existence of a stripe phase of doped holes with the periodi c
antiferromagnetic regions in between (Kievelson and Emery, 1996) and finally th e
third is the frustration of the Cu 2+ spins caused by doped holes (Aharony et al . ,
1989), which eventually induces the periodic modulated spin structure . Related t o
the first model of the d-p band picture, the incommensurate spin fluctuations wa s

11
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Figure 3 . Incommensurability, S plotted with respect to æ in top . S = 0 for æ < 0 .0 4
is represented by thick line in the figure. The insert is the line width in q fo r

= 2 meV scan . The bottom panel shows the relationship between S and th e
superconducting transition temperature, TT (Yamada et al ., 1996) .

also predicted by the model started from the t-J model (Zhang and Rice, 1988) .

The d-band nature of La2 _ x Srx CuO 4 is introduced and therefore it is defined as

an extended t-J model (Fukuyama et al ., 1994) . Then an enhanced peak appears
at the wave vectors, Q S = (7r(1 ± 6),7r) and (ir, ir(1 f S)), instead of (7r, 7r) for

the t-J model only. The relation of x-S calculated by the extended t-J mode l

quite resembles the experimental observation, except the S which starts finite from
x = 0.1 in calculation (Tanamoto, 1995) . In the second model, the phase separa-

tion ascribes the competition between the long range Coulomb interaction and th e

broken exchange bond energy. This model became lively because of its successfu l

interpretation of the charge ordering and modulated antiferromagnetic structure i n
the insulating phase of (Lao .sNdo .4)o .ssSr0 .12CuO4 and La 2 NiO 4 + y (Tranquada et

al ., 1995) . As far as we understand, S in this model is mainly controlled by the con -
centration of the doped charge . In this respect, we observed that S in the insulatin g
La2NiO 4 +y or La 2 _xSrx NiO 4 (Nakajima et al ., 1996) is proportional to the doping
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concentration of either y or x . Note that in these nickelate oxides, the charge order-
ing was confirmed experimentally together with the oxygen staging of the regula r
stacking along the crystalline c axis . On the other hand, there has been no detec-
tion of the moving domain walls in superconducting La 2 _ E Sr X CuO 4 . Therefore it
seems to us very difficult to extend this phase separation model straightforwardly
to the superconducting phase .

2.2 Hierarchical structure in spin dynamics in
superconducting phase

The magnetic scattering at 4 K is buried in the experimental background, though
the sharp peaks appear at Qs in the normal state above TT as mentioned abov e
(Yamada et al ., 1995) . We searched the careful temperature dependence of th e
scattering showing the exponential decay of the scattering intensity towards w = 0 ,
and T = 0, and then we evaluated the energy gap, we, in spin excitations t o
be 3.5 meV at 6 = 0 .24 in the superconducting state, shown in Fig . 4. The
superconducting gap energy, Do is estimated at 11 meV by the following equatio n
proposed by the t-J model (Tanamoto et al ., 1994 )

w, = Do sin(Irå/2) .

This evaluation also directly brings a conclusion for the long time issue concerning
the symmetry of the superconducting wave function in a high T T superconductors .
The t-J model predicted that the unconventional superconductivity gives rise to th e
dx2_ y 2 wave symmetry and the ratio of 20o/T, is about seven, which is consistent
with the experimental results as well .

Let us proceed to another aspect of higher energy excitations which have bee n
studied to comprehend the overall feature of the unique spin fluctuations in th e
superconducting state (Yamada et al ., 1994) . Our experimental data are essentially
the same as are shown in the recent publication (Hayden et al ., 1996), but the
most recent data are much improved with a good signal to noise ratio . Magneti c
excitations in the superconducting state well below TT show that the strong 2D
antiferromagnetic spin correlations in the undoped La 2 CuO 4 (Hayden et al ., 1992 ;
Itoh et al ., 1993) is not drastically renormalized by doping of holes even in th e
superconducting state . This phenomenon is expressed from a different point o f
view such that the low energy spin dynamics influenced by the conduction electron s
of doped holes change to the dynamics of localized spins at Cue+ sites in a higher
energy range .

Unlike the magnetic excitation or S(q,w) in YBi 2 Cu 3 O7 (Fong et al ., 1995) ,
La1, s 5 Sro .15 CuO4 has a featureless spectra in which the broad peak centered a t
(or, 7r) extends to the cut-off energy of 280 meV . It must be noted that we can hardly

ii•
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Figure 4 . x" (q = Qå, w) is plotted as the function of transfer energy, w at T = 4 K
(top) . Temperature dependence for w = 2 meV (middle), and 3 meV (bottom) ar e
also shown (Yamada et al., 1995) .

determine any specific structure in energy, though Hayden et al . (1996) claimed a
shallow peak at around 20 meV in x" (w) . The cut off energy determined to be as
high as 280 meV is essentially the same as the zone boundary energy of spin-wav e
excitation, just above 300 meV in La 2 CuO4 taking account of the considerabl e
energy broadening in the doped crystal . We argue that we could define another
type of crossover or a hierarchical structure in spin dynamics clarifying from th e
metallic character in the low energy to the localized one in high energy .

Related to this particular point, the qualitatively resembled magnetic excita-
tion spectra have been observed in the Spin Density Wave (SDW) state of Cr at
low temperatures well below the ordering temperature (TN ) (Endoh et al., 1994 ;
Fukuda et al ., 1996) . In energies lower than about 15 meV, the sharp peaks appear
at Q = (ir/a)(l + gsDw, 0, 0) where gsDW is the SDW wave vector . In this case of
the SDW, another peak centered at Q = (1, 0, 0) of the antiferromagnetic reciproca l
reflection takes over the incommensurate peaks at higher energies . (Fig. 5) The

m=2meV

~=3nteV ~

80

o
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Figure 5 . Schematic drawing of magnetic excitations from the SDW state in Cr .
ICMS and CMS, respectively represent incommensurate and commensurate mag-
netic scattering . S is the SDW wave vector in rlu unit .

magnetic excitations are still distinguishable from the background in very higher
energies above 500 meV . Since the excitation energy goes up to eV regions, the
cut off energy of the excitation could hardly be determined in the current exper-
imental conditions . Although the phenomena are very much similar in two cases ,
the physics does not seem to be quite identical . In the present case of the high TT
superconductor, we look at the excitations from the magnetically disordered state .
On the other hand, the magnetic excitation in Cr are from the ordered SDW. Usu-
ally any RPA calculation based on the two band model could predict spin wav e
mode which is presented by the linear dispersion relation of w + = A(qsDw + q )
from the SDW ordered state . In fact, the observed magnetic excitations are not so
simple . As just mentioned above, the excitations have a triple peak structure . The
energy spectra or x"(w) of the SDW state in Cr gives a broad peak around 20 -
50 meV. Although we cannot find a reasonable interpretation, we can point out a
remarkable similarity that both materials exhibit the sharp excitation peaks cen-

tered at the incommensurate wave vector dominates in lower energy and the singl e
broad peak centered at the commensurate wave vector takes over as the excitatio n
energy increases . The cut off energy is very large of the order of 1000 K or above
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in both cases .

3 Spin dynamics in colossal magnetoresistanc e

oxides

Tokura et al . (1995) first claimed that the colossal magnetoresistance phenomena in
the metallic Lai_xSr x MnO 3 (x < 0.3) near below TT should inherit the concept that
the LaMnO 3 is the Mott-Hubbard insulator . Since then, this system became th e
important class of materials in the `strongly correlated electron systems' . We have
started neutron scattering experiments in order to elucidate the physical origi n
of the strange properties of the colossal magnetoresistance (CMR) from a vie w
point of the strongly electron correlation effect, which should be active in th e
dynamical spin structure . It must be emphasized here that in a narrow range o f
x for Al_ x M x MnO 3i where A = divalent alkaline metal cations, M = trivalent
alkaline earth cations, there appear many complicated phase transitions . It should
also be noted here that the classical neutron diffraction experiments studied b y
Wollan and Koehler (1955) from powdered samples of La l _ x Sr x MnO 3 are still
valuable, since all the complicated magnetic structures and lattice symmetries for
the whole x range were determined . Nevertheless, mutual competing interaction s
among spins, charge and lattice as well as the change of the electron correlations
upon doping of holes are naturally expected .

We understand well that the double exchange interaction leads to the transitio n
from antiferromagnetic insulator to ferromagnetic metal upon doping of Sr (de
Gennes, 1960), associated with increase of the spin canting. Furthermore the lattice
structure at x 0 .175 shows a successive structural phase transition in thermal
evolution, where the largest CMR effect is observed (Urushibara et al ., 1995) .

We first present here well defined spin-wave scattering in the ordered state of al l
the crystals of Lai _ x SrxMnO 3 with x = 0, 0 .05, 0 .12, 0 .2 and 0 .3 . The spin-wave
dispersion in the antiferromagnetic phase of LaMnO 3 (x = 0) is very anisotropi c
as shown in Fig . 6 (Hirota et al ., 1996) . It is like a 2D dispersion relation ; a typical
ferromagnetic curve in the (H K 0) plane in the orthorhombic notation . The zone
boundary energy is larger than the energy corresponding to TN = 140 K . On the
other hand, the observed dispersion curve along [0 0 L] is a typical antiferromag-
netic spin-wave dispersion relation with a remarkably lower zone boundary energy
than the other . This anisotropic spin-wave dispersion reflects the order paramete r
of the staggered magnetization near below TN . The critical index of the order
parameter, /3 is about 0 .2, which is far smaller than any of those of 3D antiferro-
magnets . Therefore LaMnO3 is considered to be a quasi 2D antiferromagnet ; the
2D ferromagnetic lattices stacking along the c axis antiferromagnetically . Note that
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Figure 6 . Spin-wave dispersion curves of LaMnO 3 along (100) and (001) direc-
tions (orthorhombic notation) . The isotropic ferromagnetic spin-wave dispersion o f
Lao . 7Sro ,3 MnO 3 is shown as the reference (Hirota et al ., 1996) .

the crystal structure is nearly isotropic with orthorhombic distortions as mentione d
below. The 2D magnetic character should reflect the orbital order of (3x2 - r2 ) and
(3y 2 - r2) in the e9 band (Goodenough, 1955) . Although the real lattice structure
of LaMnO 3 is distorted to orthorhombic, Pbnm as the result of the Jahn-Teller ef-
fect, the orbital order itself as well as the 2D ferromagnetic character was predicte d
by Kanamori who considered extensively the superexchange mechanism in variou s
3d orbitals in the cubic crystalline field (Kanamori, 1959) . It should be remarke d
that there is a considerable energy gap in the spin wave, about 2 .5 meV at q = 0 .

At elevated temperatures, only low energy spin excitations in small q are renor-
malized, as expected, leaving the higher energy part a little changed . This mean s
that the antiferromagnetic order is controlled by 7'J, where J', interlayer ex-
change and J, intralayer exchange interaction . The strong intralayer magnetic
interaction is the consequence of the squared ferromagnetic lattice with the 180 °
superexchange interaction . The magnetic excitations in x = 0 .05 crystal are essen-
tially similar to those of the undoped crystal, but the energy dispersion along th e
c axis is nearly constant ; more complete 2D character .

On the contrary, we found the very isotropic 3D ferromagnetic spin-wave dis-
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Figure 7 . Spin-wave stiffness constant, D and the magnetic transition temperatur e
(TN or Tc) are plotted with respect to doping concentration of Sr .

persion curve when x reaches approximately 0 .1 . The zone boundary energies ar e
beyond the experimental condition of the triple axis spectroscopy with therma l
neutrons, but the exchange integral could be well estimated from the lower par t
of spin-wave dispersion or spin-wave stiffness constant D, which was reproduce d
by the motion of equation in terms of the model Heisenberg Hamiltonian wit h
nearest neighbour exchange only. An important finding here is the fact that the
exchange integral or the nearest neighbour interaction increases steadily with x ,
which almost coincides with the change in Tc as the function of x (Fig . 7) .

The 2D ferromagnetic feature characterized the magnetism of the insulating
LaMnO 3 reflects the orbital order of 3x 2 r2 and 3y 2 - r2 in eg band. There-
fore this gives rise to the evidence of the orbital order and furthermore that the
crossover effect becomes evident from the 2D ferromagnetic feature to 3D ferromag-
netic character of metallic phase, besides the antiferro- to ferromagnetic transition .
We remark that this magnetic transition occurs at 0 .05 < x < 0.1, where the con-
ductivity still behaves like the semiconductor or insulator . This means that th e
metallic feature in spin dynamics is already visible below the lower doping leve l
than the actual metal-insulator transition appears .

Paramagnetic scattering in small q region which has a double Lorentzian func-
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Figure 8 . Lorentzian fitting of the magnetic critical scattering in Lao ,8 Sr 0 2 MnO 3 .

Lion with respect to energy and momentum is represented as follows ,

kw/kT

	

2

	

F
S(q > w ) ° C 1 - exp(-hw/kT)

kTx(0)
Ki + q2 1' 2 + w 2

Ki = i0(1 - T/Tc )-L

F

	

Ag 2 .5 {1 + ( KI/q ) 2 }

where A and no characterize the dynamical feature . As shown in Fig. 8, the
analysis by introducing the double Lorentzian functional form is reasonable and i n
particular A was determined by the theoretical result of the critical scattering fro m
the Heisenberg ferromagnet (Marshall and Lovesey, 1971) . The scattering intensity
contour presents a characteristic feature of x" (q, w) in the Heisenberg ferromagnets .
We emphasize here that the paramagnetic scattering just above TT in the most of
typical transition metal ferromagnets like Fe, Ni, Pd2MnSn, EuO, MnSi or eve n
recently observed CoS 2 obeys the double Lorentzian shape, and importantly th e
intensity contour map observed in the ferromagnets becomes quite universal whe n
the map is scaled by these two characteristic parameters of A and Ko . The result
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of the scaling analysis is shown in the Table I . From the accumulated values of
ratio of TcF /TC (TpF = mean field Curie temperature) and A/Tc or D/TC we
just phenomenologically argue that these ratios represent a degree of the electro n
correlations. Stronger the electron correlation, the smaller the ratio, approaching
unity as is expected . Inversely, when the kinetic energy or transfer energy is large ,
consequently the ratio becomes large . The important points addressed here is that
the ratio of metallic Lal _ zSr a;MnO 3 is the same as that of Fe, as shown in Table I .
Then if we define the metallic Lai_zSr z MnO 3 as the strongly electron correlated
system, how do we think the ferromagnetic nature in metallic Fe? Even it is very
important the fact that almost all the metallic ferromagnets have the similar ratio s
with each other .

Table I . Various quantities characterizing the dynamical ferromagnetic properties in
typical transition metals of EuO, Pd2MnSn,Fe, CoS2, MnSi and Ni compared with
the ferromagnetic phases of La i_zSrxMnO 3 (x = 0 .3, and x = 0 .2) . A and A* in
the table were evaluated by the present author from the original papers . Note tha t
d* and A* are, respectively, inverse nearest neighbour distance and reduced valu e
of A with respect to d * .

TC
(K)

D(0.8Tc )
(meVÅ 2 )

A

(meVÅ2 ~ 5 )
d*

(Å-i )
A* /Tc

EuO 69 7 .4 8 .3 2 .1 0 .77
Pd2 MnSn 190 70 60 1 .7 1 . 2
Fe 1040 175 140 3 .1 2 . 3
CoS 2 121 106 71 2 .0 3 . 1
MnSi 30 50 20 1 .9 3 . 3
N~i 631 330 330 3 .1 9 . 4
Lao .7Sro .3MnO 3 378 114 70 2 .9 :2. 7
Lao .8 Sro ,2MnO 3 316 89 54 2 .9 2 .5

Finally, as far as spin dynamics is concerned, the spin dynamics in metalli c
La i _ z SrxMnO 3 is quite normal in all temperature range we have studied . Con-
comitantly there is no clear evidence that phonon softening occrs in the vicinity o f
the magnetic phase transition . It should be noted that the lattice distortion from
the cubic perovskite to either rhombohedral or orthorhombic symmetry is far large r
than the typical (anti-)ferroelectric perovskites like SrTiO 3 (Shirane, 1959) . Since
the specific mechanism of the colossal magnetoresistance is not fully understood
yet, in particular the relation or the interplay among electron (charge), orbital
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(electron-phonon coupling) and spins, further experimental explorations must b e
very important .
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Routes to Heavy Fermions

Peter Fulde
Max-Planck-Institut für Physik komplexer Systeme

Bayreuther Str . 40, D-01187 Dresden, Germany

Abstract

Heavy-fermion excitations require the presence of a low-energy scale in the system. In recent
years it has become clear that these scales can result from rather different physical processes .
The Kondo effect is one of them, certainly the one most studied . We describe and discuss i n
addition to Kondo lattices two other sources of heavy quasiparticles : the Zeeman route to heavy
fermions which applies to Nd 2_CeCuO 4 (0 .1 < x < 0 .2) and a scenario of nearly half-fille d
Hubbard chains which is related to the semimetal Yb4As3 . It is suggested that these are not th e
only processes leading to heavy-fermion behaviour .

1 Introduction

The investigation of heavy-fermion systems with heavy-quasiparticle excitations
has developed into a new branch of low-temperature physics . Recent reviews have
been given of theoretical (Lee et al ., 1986 ; Fulde et al ., 1988 ; Schlottmann, 1984 ;
Zwicknagl, 1993 ; Norman and Koelling, 1993 ; Kasuya, 1993 ; Hewson, 1993) and
experimental (Stewart, 1984 ; Ott, 1988 ; Crewe and Steglich, 1991 ; Wachter, 1994 )
developments in this field . In most cases these compounds contain Ce, Yb, U or
Np as one of their constituents, implying that 4f or 5f electrons are involved .
Examples are the metals CeA1 3, CeCu2 Si 2 , CeRu2 Si 2 , CeCu6, YbCu 2 Si2 , UBe13 ,
UPt3 , and NpBe13 . But also the electron-doped cuprate Nd2 _ x CexCuO4 show s
heavy-fermion behaviour (Brugger et al ., 1993) in the range of 0 .1 < x < 0 .2 .
Heavy-fermion excitations have also been found in semimetals like Y b4 A s 3 , Sm 3 S e 4
or in some of the Ce and Yb monopnictides and even in insulators like YbB 12 o r
SmB 5 (see, for example, Proc ., 1995) .

We speak of heavy-fermion behaviour when a system meets the following con-
ditions: (a) The low temperature specific heat C = yT has a coefficient y of orde r
1 Jmol-1K-2 , rather than 1 mJmol -1 K-2 as, e .g ., found for sodium metal ; (b) th e
Pauli susceptibility y is similarly enhanced as y ; (c) the ratio R = 7r2kBx s/(3 µéffy)
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(Sommerfeld-Wilson ratio) is of order unity. Here peff is the effective magnetic
moment of the quasiparticles . Both quantities -y and x s are proportional to the
quasiparticle density of states at the Fermi level N*(0) . The latter is proportional
to m*, i .e ., the effective mass of the fermionic excitations . Large values of y and x s
can therefore be interpreted by ascribing a large m* to the quasiparticles . When
R is calculated, the density of states N*(O) drops out. For free electrons R = 1 ,

while in the presence of quasiparticle interactions R = (1 + M -1 . The Landau
parameter FS' relates to the interactions and enters x ,q . When conditions (a)-(c)
are met, we may assume a one-to-one correspondence between the quasiparticl e
excitations of the complex system and those of a free electron gas, provided we
use the effective mass m* and, in the case of semimetals or insulators, the effectiv e
charge e*, instead of the corresponding bare quantities .

Heavy-fermion behaviour requires the presence of a low-energy scale in the sys -
tem. Usually, that scale is characterized by a temperature T* . As the temperature
of the system increases to values above T*, the quasiparticles lose their heavy-mass
character . The specific heat levels off, and the susceptibility changes from Pauli- t o
Curie-like behaviour . With increasing temperature the rare-earth or actinide ions
behave more and more like ions with well-localized f electrons .

One key problem is to understand the physical origin of the low-energy scales .
Until few years ago, it was commonly believed that the Kondo effect is the sol e
source of heavy-fermion behaviour . The physics associated with the Kondo effect i s
extensively described in a monograph by Hewson (1993) and a number of reviews
(Lee at al ., 1986 ; Fulde et al ., 1988 ; Schlottmann, 1984 ; Zwicknagl, 1993 ; Norman
and Koelling, 1993 ; Kasuya, 1993) . However, more recently it has been foun d
that heavy quasiparticles may result from rather different physical effects . In al l
cases a lattice of 4f (or 5f) ions is involved . In metallic systems it is coupled to
conduction electrons . In that case the conduction electrons can be either weakly
correlated like in CeA1 3 , or they can be strongly correlated like in the high-T c
cuprates . In the latter case the correlations are perhaps not as strong as thos e
of the f electrons, but they may influence substantially the physical properties o f
the system . This situation is encountered, e .g ., in Nd2 _ x Ce,CuO 4 and it will be
shown later that here the Zeeman effect is responsible for the formation of heav y
fermions . In a semimetal like Yb4As3 , the heavy quasiparticles result from the
4f electron system itself, i .e ., without having a coupling to conduction electrons
crucially contributing . Thus, instead of having one single physical origin, heav y
fermions may have a variety of effects responsible for their existence .

Obviously, the low-lying excitations characterizing heavy-fermion systems in -
volve predominantly spin degrees of freedom . Direct evidence is given by th e
amount of entropy associated with the excess specific heat . The latter is associate d
with an entropy of order S kB In vf per f site, where vf denotes the degeneracy
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of the crystal-field ground state of the atomic f shell . It is pretty safe to state that
in all likelihood yet unknown mechanisms will add to the presently known ones . In
the following, a discussion is given of the three routes to heavy-fermion behaviou r
just outlined .

2 Kondo lattices

The essence of the single-site Kondo ef fect is the formation of a singlet ground -
state due to a weak hybridization of the incomplete 4f shell with the conductio n
electrons . A specific form of the singlet wavefunction is obtained by starting fro m
the Anderson impurity Hamiltonian

H = E E (k )ckcknz + Ef

	

nm
+ 2

	

nn,n , -I-

km

	

m

	

mom ,

+ E V(k)( .fm Ckm+ Ck fm) -I-Ho .

k m

Here f„ denotes the creation operator of an f electron in state m of the lowest J
multiplet and nfm = fm f ., . The f-orbital energy is ef and U is the f - f Coulomb
repulsion. The Ck+m create conduction electrons with momentum 1 k ~ = k and the
three quantum numbers t = 3, J and m. The hybridization between the f an d
conduction electrons is given by the matrix element V(k) . Finally, Ho contains al l
those degrees of freedom of the conduction electrons which do not couple to th e
impurity. The following ansatz for the singlet ground-state wave function is due t o
Varma and Yafet (1976) .

'1/'o) = A(1 + ' /	 E a (k) .fm ckm) I OD)

	

(2 )
V vf km

where ~ Øo) represents the Fermi sea of the conduction electrons . The ansatz (2)
is closely related to the one suggested by Yoshida (1966 ; see also Yoshida an d
Yoshimori, 1973) for the ground state of the Kondo Hamiltonian . The variationa l
parameters A and Aoe(k) are obtained by minimizing the energy. The energy Eo of
~ 0o) is always lower than the one of the multiplet 0,,,,, ) = f7 Ø o ) . The difference
e is found to be

e= -D exp[- l ef~ /(vfN(0)V2) ]

and denotes the energy gain due to the formation of the singlet . Here D is hal f
of the bandwidth of the conduction electrons and N(O) is their density of state s
per spin direction at the Fermi energy. It is customary to associate with thi s
energy gain a temperature TK , i .e ., the Kondo temperature . The singlet-triplet

(1 )

(3)
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excitation energy is often of the order of a few meV only, and provides a low -
energy scale . When a lattice of f ions is considered like, e.g ., CeAl 3 the Anderson
lattice Hamiltonian replaces Eq . (1) . The energy scale k BTK is replaced here by
k B T* which takes into account modifications in the presence of the lattice, i .e ., due
to interactions between different f sites . The energy gain due to singlet formation
competes here with the one due to the RKKY interaction when the f sites are i n
a magnetic state (Doniach, 1971, 1987) . In the limit of small hybridization V the
RKKY interaction energy always wins out because it is proportional to v4 whil e
the singlet-formation energy depends exponentially on V, see Eq . (3), and therefor e
is smaller . This seems to be the case in systems like CeA1 2 , CePb 3 and NpBe 1 3

which become antiferromagnets at low temperatures .
In addition to T* there exists another characteristic temperature Tcoh < T*

below which the local singlet-triplet excitations lock together and form coherent
quasiparticles with large effective masses . The details of this coupling are no t
yet understood, but de Haas-van Alphen measurements demonstrate convincingl y
that the f electrons behave like delocalized electrons . At the Fermi surface the y
show strong anisotropies in the effective mass . It is somewhat surprising that
one can calculate the Fermi surface of a heavy-electron system and determine th e
anisotropic masses with one adjustable parameter only . This is achieved by renor-
malized band-structure calculations (Zwicknagl, 1993, 1990 ; Razafimandimby et
al ., 1984 ; d'Ambrumenil and Fulde, 1985 ; Sticht et al ., 1986 ; Strange and Newns ,
1986 ; Zwicknagl et al ., 1990) . Thereby the effective potential seen by a quasipar-
ticle is described by energy-dependent phase shifts r7. (E) of the different atoms A .
The index £ refers to the different angular momentum channels .

In the following we consider CeRu 2 Si 2 as an example (Zwicknagl, 1993, 1990 ;
Zwicknagl et al ., 1990) . The essential point is to use for the phase shifts the ones
computed within the local-density approximation (LDA) to density functional the-
ory, with the exception of the .£ = 3 phase shift of the Ce ion . This approximation
neglects the coupling of conduction electrons to different configurations of the 4f
or 5f shell with fixed f electron number . [The mass enhancement of the conductio n
electrons of Pr metal falls into that category. It results from the virtual transition s
between different crystal-field eigenstates of the 4f 2 system caused by the couplin g
between conduction and 4f electrons (Fulde and Jensen, 1983 ; see also White and
Fulde, 1981)] . Thus, only the 7], e 3 (e) phase shift remains undetermined . Accord-
ing to Hund's rules the ground-state multiplet of the 4f 2 configuration of Ce i s
J = 5/2 with the J = 7/2 multiplet being much higher in energy. Therefore, we
may set 717/2(F) = O. Of the J = 5/2 multiplet, only the Kramers-degenerat e
crystal-field ground state is considered, because it is the only state occupied at lo w
temperatures . Let 7 denote the degeneracy index of that ground state. Only the
phase shift % e(E F) among the different 2 = 3 channels differs then from zero . It
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must contain the strong correlations of the 4f electrons and is unknown . In the
spirit of Landau's Fermi liquid theory we expand this unknown function aroun d
the Fermi energy and writ e

71Ce(E) = 77,Ce(EF + a(E - EF) + O((E - EF ) 2 ) .

Of the two parameters one, i .e ., riç e (EF ) is fixed by requiring that the number of
4f electrons 'n f = 1 . According to Friedel's sum rule this implies arc u (EF) = .
The remaining parameter a fixes the slope of the phase shift at E F . The latte r
determines the density of states and hence the effective mass . We set a = (kBT*)- 1
and determine T* by requiring that the linear specific heat coefficient 'y calculate d
from the resulting quasiparticle dispersions agrees with the experimental one . The
different computational steps are summarized in Fig . 1 . Calculations of this for m
have explained and partially predicted (Zwicknagl, 1993, 1990 ; Zwicknagl et al . ,
1990) the large mass anisotropies in CeRu2Si2 (Lonzarich, 1988) . For more detail s
on renormalized band theory we refer to comprehensive reviews which are available
(Zwicknagl, 1993 ; Norman and Koelling, 1993) .

When the temperature increases beyond Tcoh the excitations lose their coher-
ence properties and the problem reduces to that of independent impurities . In that
regime the specific heat contains large contributions from the incoherent part of th e
f electron excitations . The noncrossing approximation (NCA) is a valuable too l
for treating the coupled 4f and conduction electrons in that temperature regim e
(Aoki et al ., 1993 ; Keiter and Kimball, 1971 ; Kojima et al., 1984) . It leads to a
system of coupled equations of the for m

	

r

	

+O

	

Eo(z ) = -

	

f d(P„~,(C)K+(z ()

	

( 5 )l

F f+'
En,(z )

	

d( po(()K-(z () •7r

	

co

Here I' = 7rN(0)V 2 and K+(z) are defined by

N(0)

	

dE
N(+e) f(E)

	

6K±(z) =	 	 ( )
z + E

where f (e) is the Fermi energy and N(E) is the energy-dependent conduction -
electron density of states . The function Ea (z) and pa (z) (a = 0 ; m) are related t o
each other through

- 1Im{Ra (z)}
7T

1
z - Ea - Ea(z)

(4 )

(7)

12
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Fully self-consistent conventional
LDA band structure calculatio n

starting from atomic potential s

and structure information

Self-consistent potential s

Self-consistent scattering
phase shifts for the conduction

states
(Non-f states)

Renormalized f phase shifts
Heavy masses
CEF states

Renormalized band structure

Figure 1 . Different computational steps for a renormalized band-structure calcula-
tion (Zwicknagl, 1993)) .

with e a_o = 0, Ea-m = Efm . The NCA equations have to be solved numerically
(Bickers, 1987 ; Bickers et al ., 1985) . However, one can find simple, approximate so-
lutions which have the virtue that crystal-field splittings can be explicitly included,
a goal which has not been achieved yet by numerical methods . Once the pa (E) are
known, one can determine, e .g ., the temperature dependence of the f-electron oc-
cupancies nfm = (fr fm) through

+oo

n'''n(T) -

	

d€pm(e) e-P(6-P )
Zf

where tz is the chemical potential and

Zf= fa 2 zi e-0z (Ro(z ) + E Rm(z))
m

is the partition function of the f electrons . Knowing the nfn , , (T) enables us t o
compute quantities like the temperature dependence of the quadrupole moment o f

( 8 )

(9)
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Figure 2 . Temperature dependence of the quadrupole moment Q(T) of the 4f
electrons in YbCu2Si2 . Crosses : experimental values ; solid line : theoretical result s
for the parameters T* = 200 K, F = 47 .4 meV and a crystal-field parameter 3 .14 =
-1 .67 meV (Zevin et al ., 1988) .

the f sites

Q(T) _ (m I (34 - J 2 ) ~ m ) nfm(T) - (10 )
m

In Fig . 2 is shown a comparison between theory and experiments for the quadru-
pole moment of Yb in YbCu2 Si 2 (Thomala et al ., 1990 ; Zevin et al ., 1988) . The
input parameters are F, T* and the CEF parameter B . The latter determines th e
crystal-field splitting of the J = 7/2 ground-state multiplet of Yb3+

When T» T*, the f electrons can be treated as being localized . Their moment
is weakly interacting with that of the conduction electrons and perturbation theor y
can be applied to study the resulting effects . The different temperature regimes ar e
shown in Fig . 3 . A beautiful demonstration of the above scenario is the experimen -
tally observed difference in the Fermi surfaces of CeRu2 Si2 and CeRu 2 Ge2 (King
and Lonzarich, 1991) . When Si is replaced by Ge the distance between Ce and its
nearest neighbours is increased. This implies a decrease in the hybridization of th e
4f electrons with the valence electrons of the neighbouring ions . While in CeRu 2 S i 2
the characteristic temperature is T* 15 K, it is practically zero in CeRu2 Ge 2 . De

TCOh

	

T*

~	 1	 1	 - T
~-- ren . -~ .	 NCA - -~►
bandstruct .

Figure 3 . Different temperature regimes and theoretical methods for describing th e
low-energy excitations of a Kondo-lattice system

12*
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Haas-van Alphen experiments are performed at a temperature T 1 K implyin g
T «T* for CeRu 2 Si2 while TT* for CeRu2Ge2. Therefore, the 4f electron o f
Ce contributes to the volume of the Fermi sea in the former case, but not in th e
latter . Indeed, experiments show that the two Fermi surfaces have similar feature s
but differ in volume by one electron (King and Lonzarich, 1991) .

3 Zeeman route to heavy fermions

Low-temperature measurements of the specific heat and magnetic susceptibilit y
demonstrate the existence of heavy-quasiparticle excitations in the electron-dope d
system Nd2_xCexCuO4 (Brugger et al ., 1993) . For x = 0.2 and temperatures
T < 1 K the linear specific heat coefficient is y = 4 J/(molK 2 ) . The magneti c
susceptibility X3 is approximately T-independent in that temperature regime an d
the Sommerfeld-Wilson ratio is R 1 .8 (see Fig . 4) . While these features agre e
with those of other heavy-fermion systems, there are also pronounced differences . In
superconducting heavy-fermion systems like CeCu 2 Si 2 or UPt3 the Cooper pairs
are formed by the heavy quasiparticles . This is evidenced by the fact that th e
jump in the specific heat AC at the superconducting transition temperature TT
is directly related to the large 'y coefficient, i .e ., AC(Tc)/(yTT) ti 2 .4 . The low-
energy excitations are therefore strongly reduced below T . In superconducting
Nd1.85Ceo .15CuO4 the formation of Cooper pairs has no noticeable effect on th e
heavy-fermion excitations . They remain unaffected by superconductivity .

A crucial difference between Nd 2-x Cex CuO 4 and, e .g., CeCu 2 Si 2 are the strong
electron correlations between the conduction electrons present in the former, bu t
not in the latter material . In the two-dimensional Cu-O planes of Nd 2 _xCe x CuO 4
with x > 0.1 we have to account for antiferromagnetic fluctuations which ar e
very slow at low temperatures . There is considerable experimental evidence fo r
this . Consider undoped Nd 2 CuO4i an antiferromagnet with a Néel temperature o f
TN 270 K . Since the exchange interactions between a Nd ion and its nearest-
neighbour Cu ions cancel because of the antiferromagnetic alignment of the C u
spins, one is left with the next-nearest neighbour Cu-Nd spin interaction . The
latter is of the form a scu . SNd and is larger than the Nd-Nd interaction . The
Schottky peak in the specific heat seen in Fig . 4 results from the spin flips of the Nd
ions in the staggered effective field a(sc„) set up by the Cu spins (Zeeman effect) .
It is also present in doped systems like Nd 1,8 Ceo .2CuO4 where antiferromagneti c
long-range order is destroyed by doping . This can only be understood if the change s
in the preferred direction of the Cu spins occur sufficiently slowly, i .e ., slowe r
than 10-10 s in the present case, so that the Nd spins can follow those motions
adiabatically. Only then is a similar energy to that in Nd 2 CuO4 required to flip
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1

	

3
T (K )

Figure 4 . Heavy-fermion behaviour of Nd 2_CeCuO 4 . (a) specific heat Cp(T) ; (b )
Cp(T)/T ; (c) spin susceptibility for an overdoped sample with z = 0 .2 (Brugger et
al ., 1993) .

a Nd spin. This physical picture has been confirmed by recent inelastic neutron -
scattering (Loewenhaupt et al ., 1996) and µSR experiments (J . Litters, privat e
communication) . Spin-glass behaviour can be excluded .

Due to an effective valency of Ce of approximately +3 .5 the Cu-0 planes are
doped with electrons, i .e ., a corresponding number of Cu sites are in a 3d' 0 con-
figuration . Since these sites have no spin they do not interact with the Nd ions .
The extra electrons move freely in the Cu-0 planes and therefore, the interactio n
of a Nd ion with the next-nearest Cu site is repeatedly turned off and on . It is thi s
feature which results in heavy-quasiparticle excitations .

Two model descriptions have been advanced in order to explain the low-energy
excitations of Nd 2 _xCeXuO4. One is based on a Hamiltonian in which the Nd-C u
interaction is treated by a hybridization between the Nd 4f and Cu 3d orbitals .
Usually it is much easier to extract heavy quasiparticles from such a Hamiltonia n
than from one with a spin-spin interaction obtained after a Schrieffer-Wolff trans -
formation . The slow, antiferromagnetic fluctuations of the Cu spins are replaced b y
a static staggered field acting on them . This symmetry-breaking field also accounts
for the strong correlations in the Cu-0 planes because charge fluctuations betwee n

0.1 0 .3 10
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Figure 5 . Schematic drawing of the quasiparticle excitation bands of
Nd2_ .CeCuO 4 for x > 0 (electron doping) . The Fermi energy is indicated b y
a dotted line . Dashed lines : d-like excitations and solid lines : f-like excitations .

Cu sites are strongly reduced this way (unrestricted Hartree-Fock) . Thus H reads

H =

	

t

	

(a,aj, + h.c .) + h

	

creiQ'Riaå ai,

	

(11 )
<ij>,

+ V >( a

	

fi+a f2, .

Here Q = (Tr, Tr) is a reciprocal lattice vector, R2 denotes the positions of the C u
ions and h is the size of the staggered field . The operators a A+, create an electron
in the Cu 342_0 and the Nd 4f orbital, respectively. For simplicity, only one Nd
site per Cu site is considered and one 4f orbital with energy Ef is assumed instead
of seven . The energies ef and V are strongly renormalized quantities because of
the 4f electron correlations .

The Hamiltonian (11) is easily diagonalized . Four bands are obtained, two o f
which are d-like (Cu) and two which are f-like (Nd) . The dispersions of the fou r
bands are given by

Éf e k

	

1
E0(k)

_

	

2
	 f 2\/(ck +ef )2 +4V 2 , v= 1, . . .,4

	

(12 )

where ek = (c (k) + h 2 /4)1/2 and e 0 (k) = -2t(cos k x + cos ky ) . A schematic plo t
is shown in Fig . 5 . At half-filling only the lower f band is filled and the Schottky-
peak contributions to C(T) are due to transitions from the filled lower to the empty
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w

Figure 6 . Superconducting density of states for Nd1 .s5Ceo.15CuO4 . A BCS-like
model has been assumed . The f-like low-energy excitations remain virtually un-
changed by the superconducting order parameter (Courtesy of G . Zwicknagl and S .
Tornow) .

upper f band. When the planes are doped with electrons the upper f band becomes
partially filled resulting in low-energy excitations with large effective mass . The
latter follows from the quasiparticle dispersio n

((

	

V 2
Eqp(k) = -ef +

( Ef + E k)

It is noticed that here it is the Zeeman splitting of the f states which is responsible
for the occurrence of heavy-electron behaviour . The effect of superconductivity on
the heavy quasiparticles can be studied by adding an attractive interaction par t

Hater for the charge carriers in the Cu-O planes to the Hamiltonian (Fulde and
Zevin, 1993) . For V = 0 the conventional BCS spectrum is recovered for the elec-
trons in the upper Cu band . When V 0 the lower Cu band hybridizes with one o f
the dispersionless f bands . The lower d band remains unaffected by superconduc-
tivity because pairing occurs in the upper d band. Therefore, superconductivity
has no effect here . The upper d band hybridizes with the second f band. When
H is diagonalized one finds a BCS gap in the Cu band while the f band remains
virtually unchanged as compared with a vanishing superconducting order param-
eter . The resulting density of states is shown in Fig . 6 . The structure inside th e
gap stems from the spin degrees of freedom of the Nd ions .

The second model description of the Nd spins coupled to the Cu spin is base d
on stochastic forces acting on the latter (Igarashi et al ., 1995) . They mimic th e
interaction of the Cu spin with its environment, i .e ., with the other Cu spins . In
that case we start from the Hamiltonian

(13 )

Hint = a so.' S f a > 0

	

(14)



176

	

P. Fulde MfM 45

for the Nd-Cu interaction. For simplicity, both spins are assumed to be of mag-
nitude S. We treat the vector St = scu /S like a classical variable, subject to a
stochastic force . We assume a Gauss-Markov process in which case the distributio n
function obeys a Fokker-Planck equation . The correlation function is then of th e
form

(SZ(0)SZ(t)) = e-2Drt

	

(15 )

where D,. can be obtained from the nonlinear o model (Chakravarty et al ., 1989 ;
Chakravarty and Orbach, 1990) . Because there is no long range-order (11(0)) = O .
The motion of the Nd spin is governed by the equation

d n(t) = wo (SZ(t) x n(t)) (16 )

where n(t) = Sf/S and wo = cES. The spectral function

(17 )
r+~

I(w) =

	

J

	

dtei"t (n(0)n(t) )
2~

	

00

is evaluated by making use of the corresponding stochastic Liouville equation . We
find that I(w) is of the for m

	

I(w) = 1

	

4DT

	

+ (side peaks at wo) .

	

(18 )
37r w 2 + (4D,) 2

While D.,.(T) vanishes as T -+ 0 in the presence of long-range order, it remain s
finite when the latter is destroyed by doping . A linear specific heat contribution o f
the 4f spin is obtained fro m

	

d

	

S(S { 1)	 I(w) (
C (T)imp = d7 , (Hint) = Z 2 J dw w

cosh2(w/2T)
19

)

when D r (T = 0) � 0. The side peaks in I(w) give raise to a Schottky-typ e
contribution . The calculated specific heat is shown in Fig . 7 and reproduces th e
experiments reasonable well (compare with Fig . 4) . One shortcoming of the theory
in its present form is the low-temperature spin susceptibility which follows fro m

ximp(T) = 3 (91as) 2 S(S + 1) J ~dw I( ) tanh 27, .
0

	

w

We find x in,p(T) ti ln(Dr./T) at low T . This is possibly due to the neglect of Nd-Nd
interactions . However, when evaluated for T = 0 .4 K one finds for Nd 1 .8 Ceo ,2CuO 4
a Sommerfeld-Wilson ratio of R 1 .4 .

(20 )
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0. 5

4 Hubbard chains - Yb4 As 3

The intermetallic compound Yb4 As 3 is of the anti-Th 3 P4 structure. The Yb ion s
are situated on chains with directions along the diagonals of a cube . Thus we are
dealing with a system of four sets of interpenetrating chains (see Fig . 8) . We want
to draw attention to the fact that the distance between neighbouring Yb ions on a
chain exceeds the one between neighbouring ions on different chains .

Because As has a valency of -3, three of the four Yb ions have a filled 4f shell ,
i .e ., a valency +2, while one ion is in a 4f' 3 configuration (valency +3) . Since all
Yb sites are equivalent, the hole in the 4f shell is shared between four Yb ions
and the system is metallic . However, at a temperature Ts 300 K the system
undergoes a weak first-order phase transition into a trigonal distorted structure
(Ochiai et al ., 1990; Suzuki, 1993 ; Ochiai et al ., 1993 ; Reinders et al ., 1993; Kasuya ,
1994 ; Bonville, 1994). Thereby one set of chains, e .g ., along [1,1,1] is shortene d
while the other three sets are elongating thereby leaving the volume of the uni t
cell unchanged . This results in charge ordering because the Yb 3+ ions have a
smaller ionic radius than the Yb 2+ ones and occupy the chains with smaller Yb-Yb
distances (short chains) (Kasuya, 1994) . The driving force for the phase transitio n

3
El
å

S

10- ,

T/wo

Figure 7. Specific heat contribution of a Nd ion with S = 1/2 . Curves (a)-(d )
correspond to Dr/wo = 0 .05, 0 .1, 0 .5, 0.8, respectively (Igarashi et al., 1995) .
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Figure 8 . (a) Structure of Yb4As3 : large and small spheres represent the Yb and
As ions, respectively. (b) Four sets of interpenetrating chains on which the Yb ion s
are located .

is the Coulomb repulsion between Yb3+ ions. Measurements of the Hall constant
reveal a dramatic increase below Ts , implying a sharp drop in the charge carrie r
density with decreasing temperature . At low T one is left with one carrier per 10 3
Yb ions. The resistivity increases below T s with decreasing temperature until i t
reaches a maximum of approximately 10 mSl cm . At low T it is of the form p(T) =

po + AT' and therefore shows Fermi-liquid behaviour . The linear specific-heat
coefficient y is found to be of order y 200 mJ/(mo1K2 ) . The spin susceptibilit y
is Pauli like and equally enhanced as y, giving raise to a Sommerfeld-Wilson rati o
of order unity. No indication of magnetic order is found down to T = 0 .045 K, but
below 2 K the susceptibility increases again which indicates the presence of anothe r
low energy scale (Bonville et al ., 1994) . The above findings strongly suggest heavy -
fermion behaviour which is further confirmed by the observation that the rati o
A/-y' (v 2) compares well with that of other heavy-fermion systems (Ochiai e t
al ., 1993) . One should appreciate that despite the low-carrier concentration the y
value exceeds that of, e .g ., Na by a factor of more than 10 2 . This demonstrate s
that the high density of low-energy excitations must clearly involve spin-degrees
of freedom of the Yb 3+ ions. The Kondo effect can be ruled out as a source o f
heavy quasiparticles . The low-energy scale which corresponds to the observed y
value is T* n̂ 40 K. But inelastic neutron scattering shows a well resolved crystal-
field excitation of Yb 3+ at a comparable energy which would be impossible if loca l
singlets would form with a binding energy of similar size .

A theory has been developed which can explain rather consistently the above
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experimental findings . It is based on interpreting the structural phase transition in
terms of a collective band Jahn-Teller (CBJT) effect (Fulde et al ., 1995) . The tran-
sition is caused by a strong deformation-potential coupling which is quite commo n
in mixed-valence systems . It is based on the Coulomb repulsion between differ -
ent rare-earth ions . The CBJT transition splits the fourfold degenerate quasi-l d
density of states into a nondegenerate one corresponding to the short chains and a
threefold one due to the long chains . The nondegenerate one is lower in energy an d
would be half filled if charge ordering were perfect and the holes were uncorrelate d
fermions . Instead, the holes are strongly correlated . Two holes on a site imply a
4 f 12 configuration for Yb and that has a much too high energy to occur . Therefore ,
we are dealing with an almost full lower (hole) Hubbard band rather than with a n
almost half-filled band. Therefore, the ideal system should be an insulator . That
Yb4As3 is a semimetal and not an insulator is probably related to the nonvanishin g
hopping matrix elements between 4f orbitals in the long and short chains. This
may result in self-doping with a fraction of holes moving from the short to the lon g
chains . Accurate conditions for self-doping are not easily worked out, but a firs t
step in this direction was recently done (Blawid et al ., 1996) .

The phase transition can be described by an effective Hamiltonian of the for m

4

(f2j~.Lafi(l0 +h.c.)+ e
µ=1 <ij>o

ft fir.o + 4NL CO e 12, .

	

(21 )

The operators f a (fiu,) create (destroy) a 4f hole at site i of chain µ with ef-
fective spin a (the crystal-field ground state of the J = 7/2 multiplet is two-fol d
degenerate) . Interchain hopping matrix elements are neglected and so is the on-sit e
Coulomb repulsion between holes, since near TS holes are reasonably well separated .
The notation <ij> refers to Yb-Yb nearest neighbours in a chain of length NL .
The trigonal-strain order parameter Er < 0 corresponds to the bulk elastic constan t
4c 0 . The deformation potential Du is

1

	

= 1_~u A - 1 /1=2,3,4.

With a choice of 4t = 0 .2 eV obtained from LDA calculations, co = 10 11 SZ erg/cm3
(SI is the volume of a unit cell) and A = 5 eV we obtain T s c 250 K .

With increasing charge ordering (see Fig . 9), correlations become more an d
more important because with the increase in concentration of holes in the short
chains their average distance decreases . Therefore, at low temperatures T the t-
J Hamiltonian or a Hubbard Hamiltonian must be used . Using the former an d
making use of a slave-boson mean-field approximation we arrive at an effectiv e

(22)
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Figure 9 . Temperature dependence of the trigonal-strain order parameter e r (T) .
Shown as an inset are the occupation numbers n4 of the short (µ = 1) and lon g
(p > 1) chains (Bonville et al ., 1994) .

mass enhancement of the form

m*

	

t

	

(23)
711b

	

tö + (3/4) xJ

Here Mb denotes the band mass, x = xij = (Eo b is the deviation of
the short chains denoted by 1 from half filling and J = 4t 2 /U, where U is the
on-site Coulomb repulsion between holes . With U = 10 eV one finds J = 10 -3 e V
and using x(T = 0) _ (2/7r) sin(7r(1 - 5)/2) with 8 = 10 -3 one obtains a ratio o f
m* /mb 100. This derivation of the mass enhancement hides somewhat the fac t
that spin degrees of freedom are responsible for the heavy quasiparticles . A more
direct way of understanding the large ry value in the specific heat is by realizing tha t
a spin chain gives rise to a linear specific heat . Although a Heisenberg chain has no
long-range order, short-range antiferromagnetic correlations lead to spin-wave lik e
excitations which can be rather well described by linear spin-wave theory . Indeed ,
Kohgi et al . (private communication) measured the spin-excitation spectrum b y
inelastic neutron scattering and found a one-dimensional spin-wave spectrum .

Since spin-wave-like excitations are responsible for the fermionic low-energ y
excitations associated with the specific heat and susceptibility we are dealing her e
with charge-neutral heavy fermions in distinction to the charged heavy electrons ,
which appear, e .g ., in CeA13 . Therefore, we speak of an uncharged or neutral heavy
Fermi liquid .

The physical interpretation given above allows for an explanation of another ex-
periment . It has been previously found that an applied magnetic field of 4 tesla has
little influence on the 'y coefficient above 2 K, but suppresses -y considerably below
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2 K (Helferich, Steglich and Ochiai, private communication) . This effect is unex-
pected, since one would have thought that the changes are of order (pBH/kB T*) 2
and therefore very small . However, we can explain the experiments by providing
for a weak coupling between parallel short chains . When linear spin-wave theor y
is applied, a ratio between interchain and intrachain coupling of order 10 -4 opens
an anisotropy gap which modifies C(T) in accordance with observation (Schmid t
et al ., 1996) .

5 Conclusions

We have shown that heavy-fermion excitations may be of very different physica l
origin . Three distinct mechanisms have been discussed which result in low-energ y
scales required for the heavy quasiparticles . The most, and until recently only one
studied so far refers to Kondo lattices and is based on the formation of (local )
singlet states . They result from a weak hybridization of the 4f electrons with .the
conduction electrons . In that case the low-energy scale is given by the bindin g
energy associated with the singlets . In distinction to Kondo lattices we are deal-
ing in the case of Nd 2 _xCe x CuO4 with a lattice of Nd ions with a well localized
magnetic moment which are coupled to a two-dimensional system of strongly cor-
related conduction electrons . In that case a low-energy scale is provided by the
Zeeman energy of the Nd magnetic moment in the slowly fluctuating molecula r
field set up by the Cu spins . Finally, in Yb 4 As3 the low-energy scale is due to the
band width of the spin-wave like excitations in magnetic chains formed by Yb3+
ions . The few carriers, i .e ., one per 103 Yb ions are unimportant for the low tem-
perature specific heat which is governed exclusively by spin excitations (spinons) .
The system serves as an example of almost perfect separation between spin an d
charge degrees of freedom . For the purpose of understanding its low temperatur e
thermodynamic properties it can be considered a neutral or chargeless heavy Ferm i
liquid. Yb4As3 belongs to a class of materials often referred to as low-carrier Kond o
systems or Kondo insulators (for recent references see, e .g ., Proc ., 1996) . As we
have shown that might be misleading, at least for Yb 4 As 3 , where the appearanc e
of heavy fermions has nothing to do with the Kondo effect . However, that material
is rather distinct to CeNiSn or other members of that class . Therefore, the origi n
of low-energy scales must be investigated from case to case .

In summary, heavy-fermions behaviour can have a variety of physical origins . It
remains a challenge for the future to uncover other processes leading to low-energ y
scales .
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Abstract

The electronic structures of the earlier lanthanide and actinide elements are considered, and
especially cohesive properties and crystal structures are used to demonstrate the deep involvemen t
of the f electrons in the metallic bonding . The recent observation for samarium of a bct structur e
at a pressure of about 1 Mbar suggests that the 4f electrons at these conditions have becom e
itinerant, and, in addition, the observed axial ratio (c/a) is only reproduced from a calculatio n
with a ferromagnetic ordering of the itinerant (metallic) 4f electrons . As a consequence of this
interpretation of the observed data, a thorough experimental investigation of the crystal structur e
behaviour of the lanthanides in the megabar pressure range, in particular for the elements Nd-Tb ,
should be very fruitful . For the earlier actinide elements the ground state crystal structures hav e
recently been obtained theoretically and shown to originate from itinerant 5f electrons . Thus ,
for the first time, the crystal structure of Pu has been derived from basic electronic structur e
calculations . This firmly establishes that there is a profound change in the behaviour of th e
5f electrons when proceeding from Pu to the next element Am. Recent theoretical work o n
the pressure-temperature phase diagram of cerium, where the Mott transition picture of the y -
c transformation is extended to finite temperatures, is reviewed . The high pressure phase o f
praseodymium is also discussed in terms of itinerant 4f electrons . This picture fits nicely wit h
the behaviour of highly compressed samarium metal mentioned above . Accordingly, the normally
localized 4f electrons can be transformed into a radically new electronic configuration by hig h
pressure.

1 Introduction

Since the present symposium is devoted to metallic magnetism it might seem fairl y
inappropriate to discuss systems with itinerant f electrons, since most of these
systems do not order magnetically. Nevertheless, at the planning stage of the con-
ference program, Allan Mackintosh assured us that this topic was central to th e
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meeting and that no excuses for the subject were necessary . It remains true that
the expectations of finding magnetism in these systems are so high, that its very
absence creates a special need for an understanding of the underlying reasons fo r
this unexpected behaviour. In the present contribution we will however limit our-
selves to some recent developments where we have been involved, but also restric t
ourselves to the behaviour of the condensed phase of some pure elements of partic-
ular interest . In doing this, we will pay particular attention to the actual crysta l
structure adopted by the atoms in the solid . We demonstrate that the crysta l
structure provides us with important data for formulating a deeper understandin g
of these systems. We also refer to some review articles where a more complete ac -
count of the lanthanide and actinide electronic structure has been given (Johansso n
and Brooks, 1993 ; Brooks et al ., 1984) . In another review article by Brooks and
Johansson (1993) the magnetic effects are especially stressed . Despite the rathe r
general absence of magnetism in itinerant f systems, the theoretical studies of
samarium at high pressure suggest that a completely new research field of itineran t
magnetism has been discovered, namely lanthanides at a pressure of 1 Mbar .

The electronic structure determines the ground state crystalline atomic arrange-
ment . Consequently, the experimentally observed crystal structures contain impor-
tant information about the basic nature of the corresponding electronic configu-
ration. This is especially so when one deals with a system displaying an uniqu e
crystal structure, not observed for any other system . This is certainly the case
for the a-Pu phase, which has 16 atoms per unit cell . In those particular cases
where in addition there is also a crystal structure change observed as a function o f
volume, one is provided with even more detailed facts that have to be matched b y
theory. This is one of the reasons why high pressure experiments are particularly
useful to monitor the accuracy of the theoretical treatment . It so happens that for
the 4f and 5f elements there are a number of crystal structure transformations
which take place both as a function of pressure or as a function of alloying . These
circumstances provide further input to an accurate study of the lanthanides an d
the actinides, but have not yet been fully exploited .

There is also another circumstance that makes investigations of the rare-eart h
systems particularly challenging for theory . Namely that for some systems un-
der compression, most dramatic electronic phase changes might take place, bein g
accompanied by colossal volume collapses when compared to normal crystallin e
phase transitions in metallic systems . These changes involve the nature of the 4f
electrons and their transformation between on the one hand localized non-bondin g
magnetic moments and on the other hand strong metal bonds . This is an exampl e
of a Mott transition between an insulating state and a metallic state within the 4f
shell, a phase transformation that takes place in the presence of a conduction band
built up from s, p, and d orbitals occupied by approximately three electrons . The
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most well-known example of this is of course the ry-a transition in cerium. The
particular significance of the volume collapse in cerium is due to the fact that th e
transformation does not involve a change of the crystallographic structure, i .e . the
crystal structure is fcc on both sides of the transition .

2 Atomic volume

In Fig . 1 we show the atomic volumes of most of the metals in the Periodic Ta-
ble . The most obvious feature is the similarity between the d transition elements ,
in particular between the 4d and 5d metals . Also the volume of the 3d element s
display an essentially parabolic variation, although there are clear deviations fo r
Mn, Fe and Co, a fact which can be assigned to their magnetic properties . The
parabolic behaviour originates from the metallic bonding of the d electrons, where
for the earlier elements of the d transition series the bonding part of the d band i s
being occupied and for the heavier elements the anti-bonding part of the d band
is becoming filled. This regularity among the d elements is quite well understoo d
today and indeed electronic structure calculations, utilizing the local density ap-
proximation for the exchange and correlation energy, have been very successfull y
applied to these elements during the last ten years or so . This theory can easily
be extended so that magnetism can be treated as well . Thereby the anomalous
volumes of the magnetic 3d elements can be explained as a consequence of th e
magnetization, which removes part of the original metallic bonding . This loss o f
bonding is partly compensated by a corresponding gain in exchange energy due t o
polarization of the electron spins .

A most interesting feature in Fig. 1 is the behaviour of the lanthanides . As
can be seen there is only a very small volume contraction as one proceeds through
the series . The similarity between the individual elements is explained as due t o
the fact that all the elements have three valence electrons, starting and ending
with the two obvious cases lanthanum and lutetium having zero and fourteen 4f
electrons, respectively, and therefore three valence electrons filling the conduction
band formed from 6s, 6p and 5d orbitals . The two elements Eu and Yb have only
two valence electrons and therefore their equilibrium volumes are distinctly higher
than for the other trivalent lanthanides . Another point to notice is that the atomi c
volume for cerium in the a-phase deviates considerably from the general behaviou r
of the lanthanide elements . Later we will show that this is due to itinerant 4f
electrons, a property which is in contrast to all the other lanthanides where the 4f
electrons are localized with an integral occupation of the atomic-like f level, 4P' .

Turning now to the actinide series a most interesting and challenging behaviou r
can easily be distinguished . In the beginning of the series we notice once more a

13*
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Figure 1 . The experimental equilibrium atomic volumes of the 3d, 4d and 5d transi-
tion metals, the lanthanides and the actinides. The low volume data for the earlie r
lanthanides and the transplutonium elements are estimations of the equilibriu m
volumes for the case that the f electrons were itinerant (and paramagnetic) .

parabolic decrease of the atomic volume as a function of the atomic number . Then
suddenly, between Pu and Am, there is a dramatic change and the volume increase s
by about 50% . Thus, a drastic transformation of the electronic structure must take
place between Pu and Am. This difference has been explained as a transition fro m
metallic to insulating 5f electron behaviour and a good account of the volumes fo r
the earlier actinides as well as the volume jump between Pu and Am has alread y
been obtained in the work by Skriver et al . (1978 and 1980) .

From Am and onwards the atomic volumes behave very similar to the lan-
thanides . It is only when we arrive at Es that there is another distinct differenc e
between the lanthanides and actinides, since the deviating Es volume is not ob -
served for the corresponding 4f element, Ho. The reason is that several of th e
late actinide elements will be divalent in the metal phase (Johansson, 1978) i n
contrast to the heavy lanthanides where only Yb is found to be divalent in th e

Ca Sc TI V Cr Mn Fe Co Ni Cu Zn
Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd
Yb Lu Hf Ta W Re Os Ir Pt Au Hg
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metallic state . We also notice from Fig . 1 that Am is trivalent, in clear contrast
to its corresponding element among the lanthanides, Eu, which is divalent . This
difference is well understood and has led to the prediction of superconductivity i n
Am (Johansson and Rosengren, 1975a), which later was confirmed experimentally
(Smith and Haire, 1978) .

Once more we emphasize that at zero pressure there is a profound differenc e
between the early and late actinide metals, in the sense that the 5f electrons are
itinerant (metallic) for the elements up to and including Pu, while they are localized
and non-bonding (atomic-like) for the elements beyond Pu (Johansson, 1975) . Thus
in this respect the later (heavier) actinides and their 5f electrons behave like mos t
of the lanthanides with their localized 4f' atomic-like configurations . On the othe r
hand, among the lanthanides the first element with a substantial occupation of th e
4f shell, i .e . cerium, shows already at rather low pressures or at low temperatures a
behaviour very reminiscent of the early actinides (Johansson, 1974) . Thus for the
actinides there are five elements (Th-Pu) showing itinerant 5f behaviour before
localization sets in when the atomic number is increased from Pu to Am, while fo r
the lanthanides only one element exhibits 4f itinerant properties, i .e . cerium, and
thereafter localization is energetically favoured for all the heavier 4f elements . We
illustrate this by arranging the actinides relative to the lanthanides introducing a
displacement in atomic number (Johansson and Rosengren, 1975a) :

Ce Pr Nd Pm Sm Eu Gd
Th Pa U Np Pu Am Cm Bk Cf Es Fm

(The physical reason for this displacement is the larger spatial extent of the 5f
orbital as compared to the 4f orbital for the corresponding element .) This suggests
a most interesting connection between the 4f and 5f series, but this has not yet
been fully explored .

Further evidence of the validity of this picture comes from the fact that the
element following cerium, i .e . praseodymium, shows a volume collapse (Smith and
Akella, 1982 ; Grosshans et al ., 1983) of about 10% at 200 kbar and that this dens e
phase shows similarities with the early actinides. Thus application of a moderat e
pressure moves the division line between itinerant and localized 4f behaviour one
atomic number upwards so that now, at these new external conditions (i .e . a pres-
sure of about 220 kbar or so), two lanthanide elements show correspondence to the
early actinides . The important conclusion is that depending on the external pres-
sure, more than one element of the lanthanides can be brought into a state with
close similarities to the early actinides . This relationship between the two f serie s
was pointed out more than twenty years ago and a generalized phase diagram fo r
the actinides was constructed (Johansson 1974) and compared with the individ-
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Figure 2. Melting temperatures for the actinide elements (left) and the P -T phase
diagram for cerium (right) (Johansson, 1974) . The effect of pressure on an individua l
element is to make it behave more similarly to its predecessor in the series . Thi s
is schematically indicated by a tentative pressure axis on the left . The indicated
transition line for the transition between localized and itinerant 5f behaviour (Mot t
transition) as a function of atomic number Z (or pressure for an individual element )
has been included schematically. Its extension to the. minimum point of the melting
curve has been drawn as a suggestive analogy to the behaviour in cerium metal .
Also, in the P -T phase diagram for cerium an extension of the ry-cr transition lin e
to the minimum of the melting temperature is indicated by a dashed line .

ual pressure-temperature phase diagram for cerium metal (Fig . 2) . This diagram
for the actinides was later developed further by Kmetko and Smith (1983), who
constructed a generalized phase diagram for actinide alloy systems, i .e . for alloys
between actinide metals .

3 Crystal structure for itinerant f -electro n
systems

Turning to the complex structures associated with the itinerant f electrons, ther e
has very recently been some substantial progress in the theoretical understand -
ing. Wills and Eriksson (1992) showed that the ground state crystal structur e
for Pa is the bct phase, in good agreement with the data available at ambient
conditions . For the next element, U, they indeed obtained that cs-U is the mos t
stable phase, as required from experiments. However, it is interesting to notic e
that at high pressures the high symmetry bcc structure is found to become sta-
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ble . Söderlind et al . (1994a, 1995a) investigated the Np metal in two papers, the
first of which utilized the LDA approximation to the exchange-correlation energ y
functional, and the second of which applied the more involved GGA approxima-
tion. In Fig. 3 we show the energy versus volume diagram for Np obtained by
Söderlind et al . (1995a) . As can be noticed, the a-Np phase is calculated to be the
most stable crystal structure at equilibrium and for small pressures . At high pres-
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Figure 3 . Calculated total energies as a function of volume for the a-Np, ß-Np ,

a-U, bet, bcc, hcp, and fcc crystals of neptunium metal . The points represent

calculated values and the solid lines connecting them show the Murnaghan function s

as obtained by a least-square fit to the calculated energies .

sures, we again find that the bcc structure is the most stable form . Just recently
Söderlind et al . (1997) completed a similar study for Pu metal, where the observe d
low temperature phase is a monoclinic phase with a wide range of different neares t
neighbour distances and as many as 16 atoms per unit cell . Also here the computed
theoretical data agree well with known experimental data . Again the bcc struc-
ture is found to be the most stable structure at high pressure conditions (Fig . 4) .
This agreement concerning the equilibrium crystal structure is most satisfactory i n
view of the complexity of the structure of the plutonium metal . This shows that
full-potential electronic structure methods combined with an appropriate densit y
functional treatment of the electron-electron interaction are capable of treating
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Figure 4. Total energy for plutonium, calculated in the a-Pu, a-Np, ß-Np, a-U ,
bct (c/a = 0.85), hcp (ideal c/a), and fcc crystal structures, relative to the bc c
structure, as a function of volume .

as heavy elements as the actinides with the same accuracy as for the d transition
elements . With this achievement one may conclude that theory has demonstrated
its wide versatility as regards the electronic structure of the metallic Elements .

Söderlind et al . (1995a) also analyzed their results in terms of a canonical treat -
ment of the f states and the crystal structure stabilities as a function of f band fill-
ing . Such a comparison is only meaningful between the fcc, hcp and bcc structure s
which have almost identical Madelung energies . This comparison is reproduced in
Fig. 5 . One notices in particular the strong preference of the bcc structure for the
elements beyond uranium. However, this structure is not observed experimentally
for volumes close to equilibrium conditions . Instead heavy displacements of th e
atoms distort the bcc structure into low symmetry phases . This is possible ener-
getically since the states driving these distortions are the narrow f bands close t o
the Fermi energy. For compressed volumes the f bandwidth will have increased
to such an extent that distortions are no longer energetically favoured . From the
behaviour of the canonical one-electron energy sums it is obvious that the bcc
structure should be the favoured one at these wide-band conditions . Nevertheless ,
and unfortunately, at present it seems very difficult to produce a theoretical ex-
planation for the occurrence of the actinide structures with the same simplicity
as is found for the d transition elements . However, one may still clam that a bi g
step in this direction has been taken for the actinides . Namely, that the equilib-
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Figure 5 . Canonical f band structural energy differences (arbitrary units) as a
function of f band occupation . The fcc canonical energy defines the zero energy
level of the plot . Calculated equilibrium f band occupations for the light actinide s
(Th-Pu) are also shown as vertical lines .

rium volume structures can be considered as based upon the bcc structure, whic h
undergoes a substantial distortion due to the narrow f band states . Söderlind et
al . (1995b) also performed an interesting study of two d transition metals and one
simple metal, which is highly relevant to the present discussion . They expanded
the Fe, Nb, and Al metals, and investigated the structure stability as a functio n
of expansion . The most interesting observation was that for all three of these
metals, the a-U structure becomes favoured relative to the structure observed a t
normal conditions . Thus, again the very fact that the dominant bonding state s
narrow their energy bandwidth upon expansion makes it energetically favourabl e
to undergo distortions away from high symmetry structures . Therefore it is not
primarily the f orbital character that determines the crystal structure, but rathe r
the bandwidth of the bonding orbitals is of decisive importance for a distorte d
metal . The canonical structure sequences as a function of band-filling are however
different between for example d and f bands . The difficulty in finding a simple the-
ory for distorted structures depends on the large difference between the Madelung
energies for the different structures . For the d transition metals, where, based o n
experimental data, one may allow oneself to restrict the comparison to the thre e
main metal crystal structures - bcc, hep, and fcc - one can to a good accuracy
neglect the difference between the Madelung sums for the three structures, thereby
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gaining enormously in simplicity . Nevertheless, as regards the crystalline forms of
the metal elements, we believe that a great step forward has been taken towards a
general capability to handle the basic interactions giving rise to the wide range o f
crystal structures observed among the elements . The fact that we can treat the 5 f
elements and the d elements equally well means that today we essentially cover th e
whole Periodic Table, and as regards crystal structure studies we see no particula r
limitation of the present local density approximation .

In this context it is also of interest to consider thorium metal . For a long time
the observed fcc crystal structure was taken as evidence for a normal transitio n
metal behaviour dominated by the d electron character . However it was recently
shown (Ahuja et al ., 1995) that this is not at all the case, since instead a regula r
tetravalent d transition metal should either have an hcp, bcc or w-structure . It was
only when the presence of some 5f character in the conduction band was include d
in the theoretical treatment that the observed fcc structure could be reproduced .
Therefore, actually all the metals Th-Pu can be said to have anomalous crysta l
structures when compared to the rest of the periodic system . It is most important
to notice that these structures can only be explained by the bonding propertie s
of the itinerant 5f electrons . Thus, the recent theoretical work regarding the
actinide crystal structures has shown that the earlier theory regarding the cohesio n
of these metals is correct, namely that the lighter elements form a unique series o f
metals with 5f electrons as the dominant part of the metallic bonding and that th e
heavier elements behave as a second rare-earth series with atomic-like 5f electron s
(Johansson, 1975 ; Johansson and Rosengren, 1975b) .

4 Local-moment collapse in compressed Sm metal

Recent developments of the experimental high pressure technique have made i t
possible to study materials at static pressures in the Megabar range (Mao et al . ,
1989 ; Vohra and Ruoff, 1990) . One can now begin to investigate solids under new
experimental conditions, where the volume is reduced to typically half of its norma l
value (V/V0 = 0 .5, where Vo is the equilibrium volume) . It has therefore become a
great challenge for theory to cover this new physical regime for various classes o f
materials .

The magnetic rare-earth metals are especially interesting in connection with
extreme compressions. Normally, in most cases the 4f electrons are localized and
the associated magnetic moments are very well described by atomic theory (Jense n
and Mackintosh, 1991) . This fact forms the basis for the so-called standard model
for rare-earth systems. Furthermore, the lanthanides are well understood from a
trivalent picture (Ce, Eu, and Yb are exceptions) and the metallic bond originates
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from a rather broad conduction band containing three (spd) electrons . The trivalent
metals crystallize in hexagonal close packed structures (hcp, Sm-type, and dhcp) .
Theoretical calculations (Duthie and Pettifor, 1977 ; Skriver, 1985) show that th e
crystal structure sequence is correlated with the d occupation of the valence ban d
[or to a related quantity, the ratio between the metallic and ionic radii (Johans-
son and Rosengren, 1975a)] . It has actually been demonstrated that the crystal
structure sequence found when traversing the lanthanide series, dhcp -* Sm-type
-* hcp, originates from the decreasing d occupation . Also, applying pressure to
a late lanthanide metal increases the d character of the metallic bond and corre-
spondingly the reversed structure sequence, hcp -+ Sm-type -* dhcp, is observed .
At sufficiently high pressure the trivalent lanthanide metals transform first to the
fcc structure and then to a trigonal distortion of the fcc structure (Vohra et al. ,
1991 ; Staun-Olsen et al ., 1991 ; Grosshans and Holzapfel, 1992) . Hence, all previou s
high pressure work show transitions between close packed structures, and the un-
derstanding of this behaviour is based on a trivalent ground state with chemicall y
inert 4f electrons (Johansson and Rosengren, 1975) . However, relatively recent ex-
perimental high pressure work (Vohra et al ., 1991) showed that at around 1 Mbar
Sm adopts a quite unique body centered tetragonal (bct) structure . Such kind o f
structures (open, low symmetric) have previously mainly been found in delocalize d
f metals and in the present context it is tempting to associate the bct structur e
with an onset of f bonding (Johansson, 1974) .

With this in mind Söderlind et al . (1993) performed a study of Sm at thes e
new extreme conditions . In order to determine when the 4f states might becom e
itinerant in Sm, these authors compared the bonding energy associated with de -
localized f states with the atomic polarization energy (E(pol)) associated wit h
localized f states . To do this they had to compare the total energy between two
different electronic states for highly compressed sämarium, namely the standar d
localized 4f 5 ( 6 G) trivalent metallic state and the itinerant 4f state, where for
the latter not only the spd states but also the f states are part of the conductio n
band. The total energies for the two phases were calculated using a full potentia l
linear method (FPLMTO) (Wills and Cooper, 1987) . These calculations make n o
shape approximation for the charge density and potential and are based on the lo -
cal density approximation of the density functional theory . For the localized phase
the 4f states were treated as part of the core and with a statistical occupation o f
the 4h5 and 4f z levels, which corresponds to the grand barycentre for the atômic -2

like 4f 5 manifold .The total energies for the two phases will therefore be directl y
comparable if the energy difference between the grand barycentre and the lowes t
atomic multiplet is taken into account for the trivalent state (Johansson et al . ,
1980 ; Johansson and Skriver, 1982) . This energy, E(pol), is known to be 5 .8 eV
from analysis of atomic spectra (Nugent, 1970) .
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At zero pressure the crystal structure of samarium metal is a 9 layer stack-

ing sequence of hexagonal planes (Sm-structure) and the experimental equilibrium

atomic volume Vo is equal to 33.2 Å 3 . However, as mentioned above it is well-known

that the lighter lanthanides under high pressure transform into the fcc structur e

(Vohra et al ., 1991) . Therefore Söderlind et al . (1993) used the fcc structure in

the calculations for the standard local moment, trivalent samarium metal and fo r

the itinerant state they used the experimentally reported high pressure structure ,

bet (with the observed axial ratio c/a = 1 .76). For the study of the local moment

collapse these particular choices of structures are however not crucial .

By introducing the atomic energy, E(pol), Söderlind et al . (1993) could perform

a proper energy comparison between the localized and itinerant states from firs t

principles calculations of the total energies as a function of volume (Johansso n

and Skriver, 1982) . This comparison is shown in Fig . 6, where the total energy

has been plotted as a function of volume both for the delocalized and localize d

phases. Notice that there is a transition from the localized fcc phase at 18 .3 Å3

Volume ( Å3 )

Figure 6 . Total energies for Sm with localized (thin line) and delocalized (thick
line) 4f electrons . The energy for the localized phase is corrected by the polar-
ization energy E(pol) in order to account for the lowest multiplet state of the 4f 5
configuration (see text) . The transition pressure is obtained from the common tan-
gent construction .
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to the delocalized bct phase . The transition pressure, obtained from the commo n
tangent shown in Fig . 1, is 0 .8 Mbar. This result is consistent with the experimental
finding of a bct structure being stable at high compressions, since it is known tha t
chemically bonding f electrons favour open, low symmetry structures (Johansson ,
1974) . However, experimentally the volume collapse associated with the bct phas e
is much smaller than the calculated value, a point we will return to below .

The validity of the finding that the highly compressed phase of Sm has delocal-
ized 4f states, can be further investigated by consideration of the crystallographi c
parameters, like for example the c/a axis ratio of the bct structure . This is in fac t
a very sensitive test, since crystal structure energy differences are very small an d
sensitive to the details of the electronic structure . Söderlind et al . (1993) treated
the 4f states as delocalized and calculated the total energies of Sm using three dif-
ferent crystal structures ; fcc, bct, and the orthorhombic a-U structure . The a-U
structure was included since this structure is found in many delocalized f electron
systems [U (Zachariasen, 1952) ; Ce (Ellinger and Zachariasen, 1974) ; Pr (Smith
and Akella, 1982; Grosshans et al ., 1983) and Am (Benedict, 1984)] . This was
done at volumes where it is known experimentally that the bct structure is stable ,
with a c/a ratio of 1 .76 . For the a-U structure the crystallographic parameter s
corresponding to a-Ce were used. These calculations covered the volume rang e
0.3 < V/Vo < 0 .4 . It was found that the bct structure is favoured over the a- U
structure (by about 4-8 mRy/atom) as well as over the fcc structure (by 10-3 0
mRy/atom) . It was due to the presence of itinerant f states in the theoretical
treatment that the bct structure obtained the lowest energy .

To further illustrate the importance of the f electrons for the crystal structur e
Söderlind et al . (1993) calculated the energy of the Bain path (total energy as a
function of the c/a ratio for the bct structure) for both delocalized and trivalen t
Sm at a compression V/Vo = 0 .37 (Fig. 7) . It is worthwhile to remark here that
the bct structure is the same as the bcc structure for c/a = 1 and the same as th e
fcc structure for c/a = A,/2 . Fig. 7 shows that for the trivalent localized 4f config-
uration the bcc structure is stable, in disagreement with the experimental finding .
However, the delocalized (paramagnetic) configuration yields the correct structure ,
bet . Hence, only for delocalized states could Söderlind et al . (1993) reproduce the
correct structure. However, the calculated c/a ratio (1.95) is substantially large r
than the experimental data (1 .76) . This large disagreement indicates that the 4f
contribution to the bonding is overemphasized. However, in these calculations a
paramagnetic state was imposed . Removing this restriction and allowing the sys -
tem to break the spin degeneracy, a very substantial spin moment was obtained ,
which is displayed in Fig. 8 as a function of volume for the ferromagnetic state .
Notice that at volumes where one finds the delocalized phase to be stable (see Fig .
6) the magnetic moment is changing quite dramatically as a function of volume .
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c/a

Figure 7 . Theoretical Bain path for Sm at 37 % of the experimental volume . The

thin full-drawn and bold full-drawn lines refer to a treatment of the 4f electrons as

itinerant-paramagnetic and itinerant-spin polarized, respectively. The dotted lin e

represents the result for the localized phase, where the 4f electrons are considere d

as part of the inert core .

Nevertheless, at the transition volume the spin moment is substantial, about 4 11 B .
An account of this ferromagnetic state in the theoretical equation-of-state woul d
decrease most significantly the volume collapse ascribed to the delocalization pro-
cess (compare above) . At sufficiently low volumes the moment disappears and Sm
metal becomes a 4f delocalized paramagnet . Söderlind et al . (1993) also calculate d
the energy of the Bain path for the ferromagnetic phase of Sm (Fig . 7) . Notice that
now, for the spin polarized state, the theoretical c/a ratio (1 .70) agrees very wel l
with experimental data . Therefore, both direct total energy considerations as wel l
as the more indirect details concerning the atomic structural arrangement suggest
that Sm metal at high pressures is a 4f itinerant magnet .

Based on the above comparisons with experimental data, it is clear that stron g
theoretical evidence has been obtained for that the localized 4f moment in samar-
ium metal has become itinerant in the Mbar pressure range . This is remarkabl e
since the samarium 4f 5 moment is normally considered to be extremely stabl e
against external influences . This finding opens the prospects that even the local
moments in europium, gadolinium and terbium might become unstable at pressures
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Volume (Å' )

Figure 8 . The calculated ferromagnetic spin moment for the itinerant phase of S m
as a function of volume, i .e . the 4f electrons are considered as conduction electrons .

attainable at laboratory conditions. The discovery of ferromagnetism in samarium
at high compressions strongly suggests that we might have disclosed a new researc h
area for itinerant magnetism, namely lanthanides at a pressure of 1 Mbar .

5 Calculated phase diagram for Ce metal

Cerium is one of the most fascinating elements in the Periodic Table . It has ,
in particular, an extremely rich phase diagram with at least five allotropic form s
(Koskenmaki and Gschneidner, 1979) . Most attention has been focussed on the y-
a isostructural phase-transition where the high-volume face-centered cubic (fcc) y

phase collapses into the low-volume fcc a-phase at a pressure of about 7 kbar . Ther e
is little doubt about the electronic nature of this transition and a great numbe r
of theoretical investigations have dealt with the electronic properties of ceriu m
(Coqblin and Blandin, 1968; Ramirez and Falicov, 1971 ; Hirst, 1974 ; Johansson ,
1974 ; Glötzel, 1978; Podloucky and Glötzel, 1983; Pickett et al ., 1981; Min et
al ., 1986; Allen and Martin, 1982 ; Lavagna et al ., 1982, 1983 ; Gunnarsson an d
Schönhammer, 1983 ; Liu et al ., 1992 ; Allen and Liu, 1992 ; Eriksson et al ., 1990 ;
Szotek et al ., 1994 ; Svane, 1994) .

The unusual behaviour of Ce has been described within a number of model s
that may be classified into three groups . However, here we will only consider
the Mott transition picture advocated by one of the authors (Johansson, 1974) .
According to this model the nature of the 4f states in Ce changes from local non-
bonding in the 'y-phase to itinerant bonding in the a-phase . A number of recent
ab initio calculations, where one assumes that the 4f electron is localized in 7-C e
but delocalized in a- and a'-Ce, have given excellent results for the ground state
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properties of -y- and a-Ce (Eriksson et al ., 1990; Szotek et al ., 1994 ; Svane, 1994)
as well as for the a '-phase (Wills et al .,1991 ; Eriksson et al ., 1992) . Moreover, by
applying the self-interaction corrected (SIC) local density approximation (LDA )
Szotek et al . (1994) and Svane (1994) found that in spite of the dramatic change i n
the electronic structure at the transition, the difference in total energy between 'y -
and a-Ce is of the order of mRy. A similar energy difference was found by Eriksson
et al . (1990) and this is exactly what is required to describe the transition in th e
Mott transition model .

Recently the pressure-temperature phase diagram of cerium was calculated by
Johansson et al . (1995) based on the Mott transition picture and the thermodynami c

30

	

35
V. (A3)

Figure 9 . Binding energy curves for a- and ,y-Ce (a) and the free energy of the
system Fsyst at different temperatures (b) as a function of atomic volume V . The
energies in (a) are relative to the minimum energy for a-Ce while in (b) they ar e
relative to the minimum value of F5yst at the corresponding temperature . The dot-
dashed line in (a) corresponds to the extrapolated experimental value of -6 kba r
for the (negative) transition pressure at zero temperature . The energy shift DE in
Eq . (5) has been adjusted to reproduce this transition pressure.
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model illustrated in Fig . 9 . According to this, there are at zero temperature two
phases for Ce, a low volume a-phase which is stable, and a high volume -y-phas e
which is metastable. The resulting binding energy curve viewed as a function
of volume is formed by two branches corresponding to a- and -y-Ce, respectively ,
which cross at some intermediate volume . The transition between a- and 'y-Ce
represented by the common tangent in Fig . 1 occurs when the lattice is expanded
and from the experimental data reviewed by Koskenmaki and Gschneidner (1979 )
the transition pressure is deduced to be -6 kbar .

As the temperature increases the state (a or y) which is metastable may b e
thermally populated . Hence, there is a probability x of finding a "y-Ce atom i n
the system and a 1 - x probability of finding an a-Ce atom . Therefore, one may
consider the cerium metal as a pseudo-alloy between the 'y- and a-phases and writ e
its free energy Fanoy for any "concentration" x, volume V and temperature T as

Fanoy(x,V,T) = E(x,V) -TS(x) +Ftv(x,V,T) .

Here, E is an average internal energy per atom in the pseudo-alloy at T = 0, S th e
entropy, and Fly, the free energy of the lattice vibrations .

The configurational mixing entropy is taken into account by using the mean -
field (MF) approximatio n

Sco„f(x) = -kB [x ln x + (1 - x) ln(1 - x)],

	

(2 )

where kB is the Boltzmann constant . In addition to this also the magnetic en-
tropy from the localized magnetic moment on the -y-Ce atoms must be included .
Assuming that for temperatures of interest only the ground state multiplet with
total angular momentum J = 2 is appreciably populated, the magnetic entropy
becomes

Smagn(x) = kBx ln(2J + 1) .

Finally, the vibrational free energy F1 (x, V, T) is estimated from the Debye-Grün-
eisen model (Moruzzi et al.,1988) .

Since 1r-cerium can transfer into a-cerium and vice versa, the alloy concentra-
tion is not a free parameter as in the case of a real alloy system . Instead, the
concentration x eq is determined from the value which for a fixed volume and tem-
perature minimizes the free energy. Hence, one arrives at the final expression fo r
the free energy of the system

Fsyst(V, T) = Falloy(xeq(V,T),V,T)•

	

(4)

Having derived Fsyst as a function of volume one may obtain Gibbs free energ y
G = F + PV, where P is the pressure, and determine the transition pressure o f

(1 )

(3)

14
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the y-a phase change at any temperature . In this way the P-T phase diagram
for Ce can be obtained, based on the Mott transition model for the electroni c
transformation within the 4f shell .

To obtain realistic results, a good description is needed for the initial a- and -y -
states as well as for the alloy total energy E(x, V) . In particular, for the accuracy
of the calculated phase diagram it is important that the equilibrium volumes o f
pure y- and a-Ce are well reproduced by the total energy calculations . For thi s
purpose Johansson et al . (1995) used the scalar-relativistic linear muffin-tin orbital s
(LMTO) method, within the atomic sphere approximation (ASA) and in the tight -
binding representation (Andersen et al ., 1985 ; Gunnarsson et al ., 1983 ; Skriver ,
1984) . This was performed in conjunction with a Green's function technique and a
treatment of the alloy utilizing a scheme based on the single-site coherent-potentia l
approximation (SS-CPA) (Johnson et al ., 1990 ; Abrikosov et al ., 1993) .

To describe paramagnetic a-Ce the 4f -electron is regarded as a delocalized va-
lence electron . Note that such an assumption together with LDA is known to lea d
to an underestimate of the equilibrium volume and an overestimate of the bul k
modulus compared with the experimental values . However, this is basically an ef-
fect of using the LDA rather than an effect associated with any special propertie s
of a-Ce . Moreover, Söderlind et al . (1994) found that the ground state parameter s
a-Ce are very sensitive to the approximation used for the exchange-correlation func -
tional . When one applies the Becke-Perdew gradient correction (GGA, Perdew ,
1986 ; Becke, 1988) to the exchange-correlation potential one obtains a much bet -
ter agreement between the calculated and experimental atomic volume and bulk
modulus for a-Ce . For this reason, Johansson et al . (1995) chose to describe pure
a-Ce and the a-Ce atoms in the alloy within this approximation for exchange an d
correlation .

The localized 4f-electron in 7-Ce can be accounted for by means of the SIC-
LDA scheme (Szotek et al ., 1994 ; Svane, 1994) . However, in an alloy this become s
numerically very complicated and instead an approach used earlier by Min et al .
(1986), can be applied. In this scheme the 4f-electron in 7-Ce is treated as fully
localized by including it as part of the inert core, but the f functions are kep t
in the LMTO valence basis set . Using the Vosko-Wilk-Nusair parametrizatio n
(Vosko et al ., 1980) of the exchange-correlation energy density and potential th e
calculations for the equilibrium atomic volume and bulk modulus of 7-Ce show ex-
cellent agreement with the results obtained from the SIC-LDA calculations (Szote k
et al ., 1994 ; Svane, 1994) as well as with experimental values . These are the se t
of approximations which Johansson et al . (1995) applied in the description of th e
pseudo-alloy.

Within the frozen core approximation (Gunnarsson et al ., 1983), used in the
simplified description of -y-Ce, the contribution to the energy from the localized
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4f electron is discarded. The energies of the two phases of Ce must therefore b e
aligned by an energy shift DE added, for instance, to the total energy of -y-Ce .
This is the only adjustable parameter in the model and it is only introduced for
technical reasons rather than as a matter of principles . The internal energy E(x, V)
in Eq. (1) may now be written in the form

E(x, V) _ (1 - x)E« (x, V) + xE.y (x, V) + DE,

	

(5 )

where Ej (x, V), j = a, y, is the calculated total energy per a (or y) atom .
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Figure 10 . Pseudoequilibrium pressure-temperature phase diagram for Ce. The
experimental result is taken from Koskenmaki and Gschneidner (1979) and shown b y
the full line and filled squares . The zero temperature is obtained by extrapolation .
The diagram calculated within the mean-field (MF) approximation and with al l
the contributions to the free energy included is shown by the heavy line . The
corresponding critical point is shown by the full circle . The results obtained by
the cluster variation method (CVM) are indicated by the dotted line and the ope n
diamond . The dashed line corresponds to a MF phase diagram where the effect of
alloying is neglected, i .e . Sconf = 0, and the dot-dashed line with the open triangl e
corresponds to the MF result calculated without the vibrational contribution to th e
free energy, i.e . Ft, = O .

The calculated phase diagram for the y-a transition in Ce is shown in Fig . 2 to-
gether with the experimental phase diagram taken from Koskenmaki and Gschnei-
dner (1979) . It is seen, that the theory, correctly describes the salient features o f
the phase diagram, i .e ., the linear dependence of the transition temperature on
pressure and the existence of a critical point . The zero pressure transition tern -

14*
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perature is calculated to be 135 K in excellent agreement with the experimental
value 141 ± 10 K. The critical point is found at 980 K and 38 .6 kbar, in fai r
agreement with experiment (600+50 K, 19 .6 ± 2 kbar) (Koskenmaki and Gschnei-
dner, 1979) . A small overestimate of the critical temperature and pressure is t o
be expected because of the application of the mean-field approximation for the en-
tropy. If the more elaborate cluster variation method (CVM) is used in conjunction
with the CPA-Connolly-Williams scheme for calculating interatomic interaction s
(Abrikosov et al ., 1993) an even better result for the calculated P-T diagram i s
obtained (compare Fig . 10) .

An analysis of the results shows that the dominating entropy contribution origi-
nates from the magnetic moment on the Ce atoms, which is zero in the a-phase and
k B ln(2J + 1) in the -y-phase . The transition pressure can now easily be estimate d
as (Johansson et al ., 1993 )

P(T) = Po + kBT(V,y o - V« o) -l ln(2J + 1) ,

where the subscript 0 refers to properties at T = O. This immediately explains
the observed linear dependence of the transition temperature on the pressure . Fi-
nally, for the artificial, intermediate volumes the equilibrium concentration xe4 is
substantial already at relatively low temperatures (about 300 K) . This results in a
softening of the crossover between the two branches of the free energy, as shown i n
Fig. 9b, and in the end to the occurrence of the critical point. When the effect of
alloying is completely neglected the low temperature behaviour of the phase dia -
gram is almost identical to that of the complete calculation, but the critical poin t
is lost .
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Photoelectron Spectroscopy of Cuprate
Superconductors

David W. Lynch and Clifford G . Olson
Department of Physics and Astronomy and Ames Laboratory, USDOE ,

Iowa State University, Ames IA 5001 1

Abstract

We present a review of the current status of angle-resolved photoelectron spectroscopy of th e
valence bands of cuprate superconductors, including results from the first half of 1996 .

1 Introduction

Photoelectron spectroscopy has contributed significantly to our understanding o f
the electronic structure of cuprate superconductors in both their normal and su-
perconducting states . In the following, we review the information achieved b y
the technique of angle-resolved ultraviolet valence-band photoelectron spectroscopy
(ARUPS) . Some of the most definitive studies have been carried out on
Bi2Sr 2 CaCu 2 O 8 (Bi2212) because its surfaces are more predictable and stable
than those of other cuprates . Extensive ARUPS studies have been carried out
on YBa 2 Cu 3 O 7 (Y123), which has been more widely studied than Bi2212 by al l
other physical techniques . Studies have been extended to other members of the
Bi2212 and Y123 families, as well as to the Ndy Ce2 _ x CuO 4 and the oxy-chloride
systems . As "better" single crystals of other cuprates become available it is certain
that extensive ARUPS studies will be made without delay . Some of the impor-
tant questions photoelectron spectroscopy can address, but usually not answer i n
a simple direct way, are the nature of the normal state (Fermi liquid or not), wav e
vector dependence of the energy of the photoexcitations (hole quasiparticles) and
sometimes their symmetry, the effects of doping on the electronic structure, an d
the magnitude, anisotropy, and temperature dependence of the superconductin g
order parameter . Such studies were not carried out on traditional superconductor s
because the states of interest are within a few kBTC of the Fermi energy, a region
too narrow for study by photoelectron spectroscopy. The cuprates had values of
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T, so much larger that resolution improvements made their study feasible .
In the following, we outline briefly experimental techniques, emphasizing pre -

sent limits on resolution and samples . This is followed by a brief description of the
theoretical basis for photoelectron spectroscopy . Good reviews of photoelectro n
spectroscopy exist (Cardona and Ley, 1978 ; Ley and Cardona, 1979 ; Plummer and
Eberhardt, 1982 ; Smith and Himpsel, 1982 ; Courths and Hüfner, 1984 ; Kevan ,
1992 ; Hüfner, 1995) . The bulk of the paper describes experimental results t o
date . Some of these have implications for microscopic models of the electroni c
structures of the cuprates, both in the normal and superconducting states . Detailed
interpretation of all aspects of the spectra requires a microscopic model, but at th e
time of this writing, there is not universal agreement on such models . For thi s
reason, and for lack of space, we do not discuss some of the possible interpretation s
of the data .

There is an enormous literature on cuprates, and a very large one on photoelec-
tron spectroscopic studies on them . To keep the length of this review manageabl e
we concentrate almost exclusively on ARUPS . Angle-integrated photoelectron stud -
ies of valence bands, and the study of core level spectra are mentioned only briefl y
to justify an occasional statement . Similarly, we cannot reference all ARUPS work ,
but refer the reader to several reviews (Lindberg et al ., 1990 ; Brenig, 1995 ; Shen and
Dessau, 1995 ; Lynch and Olson, 1997) . Results from photoelectron spectroscopy
should not be studied in isolation . There are many related spectroscopies whose
results should be melded with those of photoelectron spectroscopy . These include
x-ray absorption and emission, and electron energy loss spectroscopies . These have
been reviewed elsewhere (Fink et al ., 1994; Bozovic and van der Marel, 1996) . It i s
also useful to compare photoelectron spectra of the cuprates with those of related
materials, e .g ., CuO and NiO, but there is not space in this short review to do so .
An excellent review of the electronic structure of 3d-transition-metal oxides exist s
(Hüfner, 1994) .

2 Experimental aspects of angle-resolved
photoelectron spectroscopy

Conceptually the experiment is simple . A photon excites an electron in a many-
electron system. Ideally it emerges from the sample with no measurable chang e
in energy or direction due to internal scattering processes, and it is detected by
an angle-resolving electron energy analyzer . From its measured energy and direc-
tion, its wave vector is determined. The component of this wave vector normal t o
the surface has been altered upon escape by the potential "step" at the surface ,
but for a "good" surface, the parallel component is conserved, modulo a surface
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reciprocal lattice vector . (The other component of k sometimes may be obtaine d
through further measurements, but for two-dimensional materials like Bi2212 it i s
not necessary. Y123 is not adequately two dimensional) . Use of the photon energy
by and the kinetic energy of a Fermi level electron from a reference metal gives th e
initial state of the electron (or system - see below) Ei , and, since the photon wave
vector is small on the scale of electron wave vectors, the initial-state wave vector
is the same as that of the final state, modulo a reciprocal lattice vector .

Because work functions range up to about 5 eV or so, energetic photons ar e
required. The commonest sources are the He I and He II lines at 21 .2 and 40 . 8
eV respectively, and synchrotron radiation dispersed by a monochromator . The
latter has the advantage of selectable photon energy, allowing use of the energ y
dependence of the photoexcitation cross section to select for or against particula r
subshells of electrons . With current technology, the best resolution achieved to dat e
is about an 8 meV spectral bandpass from a monochromator and 5 meV resolution
in electron energy analysis . Taking the square root of the sum of the squares give s
an overall resolution of about 10 meV. Most of the work reported below used an
overall resolution of 25 meV or larger . The best angular acceptance used to dat e
for studies on cuprates is about 1 0 . This translates into an uncertainty in th e
parallel component of the wave vector and in the case of dispersive states degrade s
the energy resolution .

Photon energy resolution may be limited by aberrations in the monochromator ,
and electron energy resolution by stray electric or magnetic fields or geometri c
imperfections in the, analyzer . When none of these is the limiting factor, then the
acceptable flux imposes a limit . Improving resolution always means reducing the
flux of photons on the sample . If the flux is reduced, the time to obtain a spectru m
at constant signal to noise ratio increases . If surfaces are not stable for long period s
of time, the spectra must be taken quickly . In any case, studies on cuprates requir e
many spectra to be taken, and even with stable surfaces and high-quality vacuum ,
time is always a factor . In the near future, there will be several new beam lines in
operation that should yield overall resolutions of 7-8 meV with angular resolutio n
of about 0 .5° . Further improvement appears possible .

ARUPS is very surface sensitive . The mean free path for escape without in -
elastic scattering is only of the order of 10 Å, i .e ., only about a third of the unit
cell height for Bi2212 . ARUPS requires single crystals . Surfaces must be prepared
and measured in ultrahigh vacuum, pressures in the range of 10 -10 Torr or below .
For cuprates, this has traditionally be done by cleaving . The sample is epoxie d
to a post, and a tab or another post epoxied on top . In vacuum, the upper post
is knocked off, giving a cleavage surface . Some of these surfaces have been ade-
quate for ARUPS studies of several cuprates, but for others, e .g ., T12 Ba2CuO6, th e
surface quality has been poor and no ARUPS peaks have yet been found .
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Early work on Eu123 (List et al ., 1988) showed that spectra measured at 20 K
on a surface cleaved at 20 K, then warmed to about 100 K for a few minutes, the n
retooled to 20 K showed an irreversible change . This was consistent with the loss
of a small amount of oxygen to the vacuum, an effect later used to explain LEE D
observations of reconstructed Y123 surfaces (Behner et al ., 1992) and with th e
STM observations of Edwards et al . (1992) Since then, nearly all ARUPS studies
have used surfaces cleaved .at 20 K and held there, except for temperature increase s
of short duration to take data above Tc .

The quality of the surface is very important. Differences in the results of severa l
groups, especially in the early years, are most likely due to differences in the qualit y
of the sample surfaces, which derive from the quality of the single crystals used .
It has not been easy to determine what plane is exposed upon cleaving . Core -
level studies by x-ray-induced photoelectron spectroscopy have been used to try t o
determine this, but the situation is complex . For example, these studies show tha t
Bi2212 cleavage surfaces are Bi-O planes . It is believed the cleave occurs betwee n
pairs of adjacent weakly bonded Bi-O planes and both new surfaces are equivalent .
STM studies also show this surface . Such is not the case with Y123, where freshl y
cleaved surfaces are usually said to be Ba-0 planes . From Fig. 1 we see that
cleaving between Ba-O and Cu-0 planes can be done two ways, along dashe d
planes marked 1 and 2 . Only one of these leaves a Ba-0 plane for the surfac e
of the bottom half ; the Ba-0 plane after cleavage 2 falls away. Cleaves 3 and 4
separate a Ba-0 plane from a Cu-0 chain . Surfaces 3 and 1, both Ba-O surfaces ,
are not equivalent because different planes lie below them . If cleaves of the type 1
and 2 are easier, the surface may contain a distribution of them, roughly half th e
area being a Ba-0 surface, with numerous steps . In general, up to four different
surfaces could be exposed upon cleaving . There is even a suggestion that in som e
unusual cleaves an Y surface may be exposed (Schroeder et al ., 1993) . One way
to determine the cleavage surface is to compare photoelectron spectra with thos e
calculated for all possible terminating planes (Calandra and Manghi, 1992, 1994) .
Bansil et al. (1992) carried out such a calculation of the ARUPS spectra expected
for all six possible (100) surfaces after cleaving . Comparison with experimenta l
spectra led them to conclude that the surface measured was a Ba-0 plane wit h
a Cu-0 2 plane just below it . However, Edwards et al . (1992), cleaved surfaces of
Y123 in ultrahigh vacuum at low temperature . They observed by STM the cleavag e
plane to be between a Ba-O plane and the plane of the Cu-0 chains . This surface
lost oxygen upon being heated to 70 K . (Y123 crystals are also twinned, altering
their apparent symmetry . They can be "detwinned", but the breakage rate is very
high. )

In addition to the primary photoelectron spectrum, there are secondary elec-
trons, electrons which have lost a measurable amount of energy before escaping (in
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Figure 1 . Schematic of the atomic layers in Y123 . The numbered dashed lines
indicate possible cleaves . See text .

one model of photoemission) . These form a nearly structureless background spec-
trum at kinetic energies lower than those of the primaries, i .e ., at greater apparent
binding energies . It would be useful to strip this from the measured spectrum ,
but this has rarely been attempted in ARUPS for several reasons . The inelasti c
scattering is usually assumed to be due to electron-electron scattering, and fo r
electrons of relatively low energy, any single-scattering model should not be ac -
curate . The electron wavelength exceeds the distance between scattering center s
and a multiple scattering formalism should be used . Also, the methods used t o
remove inelastic backgrounds from XPS spectra require either a part of the spec-
trum where no primaries are expected to exist or electron energy loss spectra for
the material . High-resolution ARUPS scans take considerable time and rarely ex -
tend far enough to reach the region of excitation below the bottom of the valenc e
band, and the requisite electron energy loss measurements as a function of bot h
energy and momentum with adequate energy resolution do not exist .

A striking feature of ARUPS spectra of cuprates compared with spectra o f
other materials is the very large "background" . The peaks near the Fermi energy
in Bi2212 ARUPS spectra are only about twice as large as the background 300-50 0
meV below the Fermi energy. This ratio is about the same for spectra taken by
several groups on crystals grown by several groups over a period of 7 years . Figure
2 shows spectra taken under comparable conditions for Bi2212 and TiSe2 , illus-
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trating the difference in apparent backgrounds . Over the past 7 years, the visual
quality of the cleaved surfaces has improved, but the background has not changed .
One interpretation of this is that for the cuprates this is not a background of in -
elastically scattered electrons but rather an intrinsic feature of the photoelectro n
spectrum due to leaving the system in a continuum of excited states (see below) .
Another is that the surface is intrinsically defective due to the oxygen vacancie s
introduced by doping to produce the metallic superconductor from the insulatin g
parent compound . Defects spaced an average distance A apart can create a wave
vector uncertainty of the order of A-l . Kevan (1986) has shown that the addition
of 1-2% of a monolayer of K atoms to a Cu surface had a broadening effect on
the photoelectron spectrum from a surface state . (The inelastic background wa s
not studied) . The expected oxygen vacancy concentration in an optimally dope d
cuprate is comparable to that in Kevan's work. However, there is yet no experimen-
tal proof for the origin of the large background found in cuprate spectra . Figure 2
also illustrates how weak a feature one is dealing with in studying the near-Fermi
edge photoemission in cuprates . Under comparable conditions, the count rate fo r
the TiTe 2 spectrum is about 20 times that of the Bi2212 spectrum . At larger bind -
ing energies, the count rate for Bi2212 increases considerably, but this region is o f
less interest .

3 Theoretical aspects of angle-resolved
photoelectron spectroscopy

Although a "three-step" model (excite, transport to the surface, escape) has bee n
used for many years, and is still in use for some purposes, the correct picture is o f
a one-step process . Initially one has an N-electron system and a photon (whic h
can be treated classically), and at the end, there is an N - 1 electron system, a n
electron in the detector, and no photon . The N - 1 electron system need not be
left in its own ground state . The Hamiltonians for the two systems are thus no t
the same, although if the independent-electron approximation is made, as in ban d
theory, they are the same, and the energy of any one eigenstate is independent of
the occupancy of other eigenstates . The energy and momentum of the detected
electron are then related to the energy and momentum of the hole in the N - 1
electron system. The interaction of an electron with the electromagnetic field i s
effected by the perturbation Hamiltonian, H' = (e/mc)(A . p + p • A), where A
and p are the vector potential and momentum operators, respectively . The in-
teractions with the surface and with the other electrons (inelastic scattering) ar e
handled in the Green's function G of the final state electron . The photocurrent
in the detector is proportional to the product of the square of the electric dipole
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Figure 2 . Photoelectron spectra of Bi2212 and TiTe 2 . These spectra were taken a t

comparable energy and angle resolutions and photon fluxes . The peak count rat e

for TiTe2 is about 20 times that of Bi2212 . The rising edge in the Bi2212 spectrum

is shifted away from the Fermi level because the sample is superconducting .

(momentum) matrix element between initial and final states and the spectral den-
sity A(E, k) _ (1/nr)ImG(E, k) . For negative energies A(E, k) is the spectrum for
electron removal, as in photoemission, and for positive E, the spectrum for electron
addition, as in inverse photoemission . The proportionality between photocurrent
and A(E, k) is valid only if the sudden approximation is valid, and a priori, one
does not know above what final state energy this is a good approximation for a
given system. Since the early photoemission studies it has been assumed to be
valid for valence band electrons photoexcited with 15-25 eV photons . Recently
Randeria et al . (1995) put to rest the fears of those concerned by showing that
for Bi2212 the sudden approximation was indeed valid for such spectra, a resul t
presumably extendible to all cuprates .

The widths of the peaks in the photoelectron spectra often are interpreted a s
arising from the lifetime of the photoelectron and photohole, after the removal o f
instrumental broadening . In a strictly two-dimensional system, the photoelectron
lifetime contribution drops out . The photohole width, if its energy dependenc e
can be measured close enough to EF, would give an important test for many-
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body models for the quasiparticles . Unfortunately, the reliable extraction of the
photohole lifetime from data is very difficult (Smith et al ., 1993) . Moreover, Y12 3
probably is not sufficiently two dimensional to allow such extraction .

4 Early result s

Many of the earliest photoelectron studies on cuprates, primarily Y123, were aimed
at demonstrating the presence of Cu3+ due to the hole doping but these were no t
very successful . Often the samples were pressed sintered pellets and fresh surface s
were prepared in situ by scraping, which may have exposed intergranular material .
All work was at room temperature, except for unsuccessful attempts by UPS t o
detect the opening of a gap . Photoelectron spectra of the valence bands in thes e
samples rarely showed a Fermi edge, although the bulk samples were known to b e
metallic . The angle-integrated valence-band photoelectron spectra often resemble d
those from LDA calculations, but the few features often were shifted to greater
binding energy, and there was an unexpected peak at around 9 eV binding energy .
Both of these are now believed to be due to the effect of the loss of oxygen t o
the vacuum, making the surfaces somewhat insulating so they become charge d
positively upon photoemission . The 9 eV peak is now taken as the signature of a
deteriorated surface .

Attempts to see a gap open up upon entering the superconducting phase even-
tually were successful (Olson et al ., 1989) . These required single crystal samples
cleaved at low temperatures . Bi2212 was the sample of choice, for its cleaved sur -
faces were much more stable in vacuum than those of Y123, and they could b e
studied even at room temperature . This early work, at 28-32 meV overall reso-
lution, established a number features of the ARUPS spectra. A peak was tracked
from below the Fermi surface till it crossed the Fermi surface along the rX line at
the wave vector predicted by LDA calculations . (The Brillouin zone is shown i n
Fig. 4, which illustrates more recent data .) The effective mass was about twice that
of the LDA calculation . There seemed to be no effect of the superlattice along th e
b-direction, but better crystals later showed this result to be spurious . The bands
just below EF along the FM line were rather complicated and not resolved . Fi-
nally, the width of the peak along FX, decidedly non-Lorentzian, depended strongly
on binding energy, and the dependence was linear, not quadratic . However, the
quadratic dependence is expected for a Fermi liquid only in a very limited energ y
range spanning EF , and the finite energy and momentum resolution causes a n
effective integration over a region even wider than that for which the quadrati c
dependence is expected . Moreover, the extraction of a lifetime width from a mea-
sured width is extremely difficult to do reliably (Smith et al ., 1993) . Finally, upon
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cooling below Tc , the photoelectron peak "at" EF was seen to retreat, not rigidly ,
with a pileup of intensity at the new edge . Fitting to a BCS model gave a ga p
energy A of about 20 meV . There are now different and better ways to extract
the gap from the data . The value of 20 meV is probably still correct to withi n
5 meV, but it represents only the maximum gap at 20 K . This gap was found
originally not to depend on wave vector in the basal plane, but more recent work
finds considerable anisotropy in good samples . More extensive recent work wit h
improved samples and improved resolution by several groups has confirmed a num -
ber of these features, and found many new features . Crystals grown more recently
have given some results that are different from those just described . These crystal s
presumably have better crystallinity and homogeneity . (However the backgroun d
described above is not smaller) .

Similar early work on Y123 also established that the LDA Fermi surface was
close to the experimental one, although one part of it was not seen in the experi-
ment . The Fermi edge was weaker than in Bi2212, and no reliable estimates of th e
gap were published .

5 Current status

Most work has been done on samples near optimal doping . This will be assume d
in the following, unless stated otherwise . Photon energies in the 15-25 eV rang e
are usually used because of the broad maximum in the O 2p photoexcitation cros s
section . The structures of interest have widths comparable to the best resolutio n
used to date . The intrinsic spectral shapes then appear in the measured spectr a
only after convolution with the instrument function, which depends on energy an d
angle. Assuming these can be factored, the energy part can be determined by
measuring the Fermi edge on metal like Pt . The angle dependence is normally no t
known, and a Gaussian is substituted with a width given by the nominal angula r
acceptance of the analyzer . Absolute line shapes, or parameters in an assumed lin e
shape are thus not very precisely known . Many conclusions can be drawn withou t
such precise knowledge, however . More important is whether the spectra have bee n
reproduced by at least two groups .

5.1 Bi2212

Band mapping has been carried out in the normal state . Because of the complexit y
of the bands, only the first 0 .5 eV below the Fermi energy has been studied intensely .
Earlier work mapped a number of deeper valence bands, but identification wit h
theoretical band structure was difficult . There was initial disagreement in the
results of different groups even in the number of bands observed crossing the Fermi
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level along a line in reciprocal space . This probably was the result of actual sampl e
differences, both the bulk samples and in the quality of the cleaved surfaces . Figure
3 shows a series of typical scans such as now have been recorded by several groups .
One can see a peak that disperses with wave vector, passing through the Fermi
level and disappearing . This gives one point on the Fermi surface . Such scans have
been carried out for wave vectors covering the FXY plane of the Brillouin zone t o
produce a Fermi surface in good agreement with that from LDA band calculation s
(Fig . 4) . Spectra with peaks below EF are used to map the quasiparticle band .
Along some regions of the Brillouin zone, e .g ., FX, the experimental band is clos e
to parabolic, but its effective mass is about twice that of the LDA calculation .
Along PM the bands are more complex, running rather parallel to the surface . By
scanning perpendicular to the FM line along lines passing through this flat region ,
a line of critical points (near critical points, if we consider experimental resolution) ,
saddle points, has been found . This is a persistent feature, found in many cuprat e
superconductors .
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Figure 3 . ARUPS scans on Bi2212 at 100 K . The locations of the points in reciproca l
space are marked in Fig . 4 . (Dessau et al ., 1993) .

The FX and PY lines should be nearly equivalent, for the a and b lattice
parameters are nearly the same . However, they are not nearly equivalent . There
is a superlattice with a repeat distance along the b axis of about 27 Å . The new
orthorhombic unit cell is approximately a x 5/ - 45° cell in the tetragona l
lattice, a larger unit cell with a smaller Brillouin zone . The bands remap an d
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Figure 4 . (a) Fermi surface of Bi2212 marked by filled circles . The points where
a band crosses EF were determined from the data in Fig. 3 . Empty circles mar k
locations in the Brillouin zone with no states observed at EF . Shaded circles mar k
spectra with states at EF that do not clearly pass through it in nearby scans . The
circle diameters indicate angle resolution . (b) The Fermi surface of (a) repeate d
in the extended zone by the use of symmetry . Q denotes a nesting wave vector .
(Dessau et al ., 1993) .

gaps open at band crossings . Singh and Pickett (1995) have calculated the effect
of a similar reconstruction in Bi2201 on the LDA band structure and find rathe r
large effects . Bands based on Bi-O states (the Bi-O planes distort the most i n
the reconstruction) shift up to 0 .4 eV and the Fermi surface is altered. Still, to
date, most ARUPS data on Bi2212 are compared with the results calculated for a
tetragonal, not orthorhombic, unit cell .

Aebi et al . (1994, 1995) and Osterwalder et al . (1995) measured the photocur-
rent originating from the Fermi level of Bi2212 over a very fine mesh in angle ,
taking several thousand spectra over almost 27r steradians . This was done at 300
K. They also examined a Pb-doped sample for which the superlattice does no t
occur . In addition to the previously known Fermi surface, they found some part s
of the Fermi surface exhibiting two-fold symmetry which gave weak signals no t
present in the Pb-doped samples, see Fig . 5 . These were attributed to the effect
of the superlattice . They also found several sets of weak "shadow bands" crossing
the Fermi surface . These were attributed to antiferromagnetic correlations, rathe r
than Umklapp processes. Kelley et al . (1993) reported differences in dispersio n

b )

15
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Figure 5 . Stereographic projection of the Fermi surface of Bi2212 obtained by Os-
terwalder et al . (1995) . The heavy lines mark the trace of large photocurrents fro m
the normal Fermi surface, as in Fig . 4 . The dashed lines are the weaker "shado w
bands" . The small arcs marked 5 x 1 result from the superlattice . The outer ring
of the stereogram represents photoemission parallel to the surface .

between the band crossing EF along FX and along FY due to the superlattice .
The superlattice and shadow bands were also studied by Ding et al . (1996) .

Bi2212 contains two pairs of Cu-O 2 planes, each of which contributes a de-
generate set of bands near EF . Weak interaction between these planes shoul d
produce bonding-antibonding pairs of bands, but this has not been found (Ding e t
al ., 1996a) in one recent set of measurements . LDA calculations indicate a split-
ting of about 0.25 eV near the M point (Massida et al ., 1988) which would b e
reduced by many-body effects. Liechtenstein et al . (1996) showed that many body
effects reduced the LDA splitting from 300 meV to 40 meV in a model calculation .
Depending on dipole matrix elements, a 40 meV splitting might or might not b e
expected to have been detected in the data Ding et al . took at 13 K .

The ARUPS band maps all indicated a flat band just below EF along the FM
direction. Such a flat region has been found in many cuprates, not just Bi2212 ,
but its distance below EF varies from material to material, and with doping fo r
any one material . For all the hole-doped cuprates, this flat region is close enough
to EF to be important in any model for the superconductivity .

The original report (Olson et al ., 1990) of the photohole lifetime varying a s
(E - EF ) 1 has been controversial, with several discussions of better fitting proce-
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dures having appeared subsequently. In fact, it was measured on too coarse an
energy scale to related directly to Fermi liquid theory . Moreover, the line shape
was not Lorentzian and the width was not small with respect to the photohole
energy. At this time, this result remains a tantalizing curiosity . More can be don e
with higher resolution spectrometers, better knowledge of the final states, and, es-
pecially, an understanding of the inelastic background in the ARUPS spectra, i f
indeed that is what it is .

The first hints of anisotropy in the superconducting order parameter A ("th e
gap" ) came in 1992 (Wells et al ., 1992) . The most recent measurements indicat e
that it has d x 2_y 2 symmetry (Shen et al ., 1993; Yokoya et al., 1996), see Fig .
6 . This has now been found by several groups, and seems to be a secure result .
The largest value for A, one half the gap, is about 25 meV ± 5 meV, abou t
6 kBTe, and the largest value occurs along the FM line, which corresponds to the
direction of the Cu-O bond in real space . The minimum value is 0 with about th e
same uncertainty, and the minima occur along FX and FY, 45° from the maxima .
(Photoelectron spectra give only the absolute magnitude of the gap) . The early
determinations of the gap fit the spectral peak in the normal phase to a Lorentzia n
multiplied by a Fermi-Dirac function convolved with an instrument function . In
the superconducting phase, the Lorentzian width was reduced and it was multiplie d
by the BCS "density of states" although the latter is not appropriate for such a
limited volume of reciprocal space . Later work often used the shift of the 50%
point on the initial edge near the Fermi energy to obtain A . Fehrenbacher (1996 )
has shown how difficult it is to extract A from experimental data with finite energ y
and angle resolution . The angle dependence of the instrument function is rarely
known well .

The temperature dependence of A has been measured often, but rarely pub-
lished because the error bars grow very large as T,, is approached from below . All
groups find A decreases with increasing T less rapidly than the well-known BC S
result 0(T)/0(0) (1-T/T,)1/2 near T,,, in accord with strong coupling theories .
There is one report (Ma et al ., 1995) of a different temperature dependence fo r
different directions in reciprocal space, but this has not been reported by mor e
than one group .

Below T° in many parts of the Brillouin zone there is a dip at about 90 meV
(about 3-4 A) below EF , followed by a peak at about 100 meV (Dessau et al . ,
1991, 1992), see Fig . 6 . This peak is most prominent for spectra taken alon g
directions in the Brillouin zone associated with larger values of A, e .g., FM, and
small or missing where A is small, e .g ., FX. Ding et al . (1996a) indicate that this
structure is not the result of two independent peaks with a valley between . The
spectral intensity on both sides of the dip varies in the same way as the photo n
polarization is changed . The current explanation of this dip is that the opening of

15*
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0 .4 -0 .1 -0 .2

Figure 6 . Angle-resolved photoelectron spectra of B12212 below and above T,, a t
two points in the Brillouin zone, marked in the upper left corner . The shift of the
edge and pileup below the edge can be seen in A, where the gap is relatively large .
At point B the gap is much smaller . Note also the dip at about 90 meV bindin g
energy for T < T,, . The inset shows the dependence of the gap on angular positio n
in the Brillouin zone . (Shen et al ., 1995) .

a gap suppresses the line width for E < 3A, sharpening the structure between 0
and 70 meV (Varma and Littlewood, 1992 ; Coffey and Coffey, 1993) .

Campuzano et al, (1996) recently published an esthetically satisfying study o f
the approach and retreat of the edge of the Bi2212 ARUPS spectrum. At low
temperatures, the BCS spectra function is A(k,w) = (7r/2)F(1 - ek/Ek)/[(w +

Ek ) 2 + F2 ], where ek is the normal state energy and Ek = (ek + A(k)1 2 ) 1/2 i s
the quasiparticle energy, both measured from EF . F is a line width . The norma l
state spectrum results if A = 0, and any spectral peak, followed as a function of k ,
should pass through EF from below and disappear . Below T,,, the closest a peak
in A(k,w) can come to EF is A. Scanning from below EF , the peak in A(k,w )
should follow the curve shown in Fig . 7, approaching EF , but then retreating fro m
it with decreasing intensity, as the quasiparticle amplitude for these k values i s
predominantly above EF . Such behavior was seen in the spectra of Campuzano e t
al . (Figs . 8 and 9) .
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Figure 7 . Behaviour of expected quasiparticle dispersion in the normal (thin straight
line) and superconducting state . The line width of the lower curve for the super -
conducting state indicates the intensity expected in the photoelectron spectrum .
(Campuzano et al ., 1996) .
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Figure 8 . Photoelectron spectra from Bi2212 above and below Tc . The solid curve
is a guide to the eye . In the normal state, the curve approaches close to the Ferm i
level while in the superconducting state, it approaches, then retreats . The wave
vectors are in units of (1/a) . (Campuzano et al ., 1996) .
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Figure 9 . Distribution of maxima in the spectra of Fig . 7, plotted as a dispersion
curve. Solid points : normal state ; open points : superconducting state . Compare
with Fig . 7 . (Campuzano et al ., 1996) .

Photoemission studies on underdoped Bi2212 samples with lower values of TT
recently revealed a surprise (Marshall et al ., 1996 ; Loeser et al ., 1996 ; Ding et al . ,
1996b) . Above Tc , parts of the Fermi surface were missing . It was suggested that
this was the result of the opening of a gap, even at T > Te . A gap with d x 2_y 2

symmetry was then found . There are several possibilities for the origin of this gap .
That the sample was no longer superconducting could be attributed to the lack of
long-range coherence in the system of pairs (Emery and Kivelson, 1995) .

5.2 Y123

Band mapping of Y123 has been carried out less frequently . Crystals cleaved at
low temperature, then warmed above Tc often are not stable, though different
groups have reported that some samples or cleaves are more stable than others .
Band mapping can be carried out below Te, however (Tobin et al ., 1992 ; Liu et
al ., 1992) . The LDA Fermi surface is shown in Fig . 10 along with experimental
points from ARUPS . The calculated Fermi surface shown is a projection of th e
actual three-dimensional surface on the plane normal to the k z axis, the width s
of the shaded regions indicating the degree of kz dependence of the Fermi surface .
The contributions of bands from both the Cu-O chains and the Cu-O planes were
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found, and agreement with the LDA calculations appears rather good . Liu et al .
varied the oxygen stoichiometry between 6 .3 and 6 .9 per formula unit and found
approximately the same Fermi surface for the two metallic samples . The insulating
sample (x = 6 .3) had a very small Fermi surface . This was an early hint of th e
difference between metallic and insulating samples in the cuprates . Thinking of
cuprates as doped insulators leads to a small Fermi surface, with volume (area )
proportional to the number of holes added to the half-full valence band . This is
what is suggested in the data of Liu et al ., and in the recent work on Bi2212 by
Marshall et al . The metallic cuprates have a larger Fermi surface, with volume
proportional to the number of electrons in the band, as expected from Luttinger' s
theorem. Photoemission studies of Y123 have been reviewed by Veal and Gu (1994) .

S

Z

Figure 10 . Calculated Fermi "surface" (shaded) and Fermi surface points determine d
by ARUPS for Y123 . The ARUPS data were taken on a twinned single crystal . The
points from the Cu-O plane bands have reflection symmetry about the FS line . The
points from the chain bands do not . (Liu et al ., 1992) .

Further study (Abrikosov et al ., 1993; Gofron et al ., 1994) by scanning through
the flat band along PY just below EF, but scanning perpendicular to the PY line ,
revealed the presence of a line of saddle points (Figs . 11 and 12) . Such an extended
saddle point gives a stronger divergence in the density of states than does a simple
saddle point .

The Fermi edge is rather weak, and most studies going below T T did not repor t
a peak, although there have been some reports of a shift of about 20 meV upo n
going from about 100 to 20 K. All studies reported a very sharp peak at about 1
eV binding energy . This peak, sometimes considered to be from a surface state,
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Figure 11 . Position of ARUPS peaks from Y123 along the FY line in the Brillouin
zone and along a line, YS, perpendicular through it, illustrating the extended saddl e
point . (Abrikosov et al ., 1993) .

disperses measurably (Tobin et al ., 1992) . Schroeder et al . (1993) described som e
"anomalous" cleaves, the surfaces of which had a larger edge at EF and a smaller
peak at 1 eV . These samples showed a clearer edge shift and pileup around EF
when cooled below TT , leading to an estimate of a gap of about 20 meV .

5 .3 n-type cuprates

Nd 2 _TCe X CuO 4 goes superconducting with its highest TT around 25 K for x = 0 .15 .
In the normal state the carriers are electrons, not holes . Many of its properties
in the normal phase are not "anomalous" like those of the other cuprates whos e
charge carriers are holes . ARUPS measurements (Sakisaka et al ., 1990; King et
al ., 1993 ; Anderson et al ., 1993) produced a Fermi surface in good agreement wit h
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Figure 12 . Three-dimensional representation of the extended saddle point in Y123 .
(Abrikosov et al., 1993) .

the LDA calculated surface . This is a hole surface, despite the sign of the Hal l
coefficient . However, Lindroos and Bansil (1995) calculate that for some (001 )
surface terminations, there is a band of surface states which crosses the Fermi
level which is easily confused with the bulk band crossing EF . King et al ., also
determined a part of the Fermi surface for an overdoped sample (x = 0 .22), and
the hole surface was smaller, as expected for fewer holes . The effect of doping o n
surface states has yet to be examined . Nd2_x CexCuO4 has an extended flat band ,
like those found in p-type cuprates, but it was much further, about 300 meV, below
EF .

6 Interpretation and summary

There are several microscopic models for the normal state of cuprates and several
models for the formation of the superconducting state . ARUPS studies usually
cannot so much as verify a model as eliminate one or more models, and plac e
limits on surviving models . The theoretical literature is very large, and many
photoelectron spectra have been calculated with several models . Almost all have
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shown some agreement with experiment! Even the recent finding of a gap above T1
and the loss of part of the large Fermi surface have several possible explanations .
Rather than try to explain all the accepted aspects of the ARUPS spectra in term s
of each model, we list below the important features of such spectra that all model s
must account for . For the sake of brevity, we make the assumption that result s
found on one type of hole-doped cuprate, e .g ., Bi2212, eventually will be found o n
the other n-type cuprates . This may not be true in detail, and perhaps not in on e
or more gross features .

1. For metallic cuprates, the Fermi surface is "large" and very close to that
of the LDA calculations . Luttinger's theorem is valid . Correlation effects
appear as an increased effective mass of the bands crossing the Fermi level .
Detailed agreement with the LDA bands below the Fermi level has not ye t
been found . Some parts of predicted Fermi surfaces have not been found .

2. For underdoped, but still metallic, cuprates it appears that part of the large
Fermi surface is lost .

3. There is an extended line of saddle critical points just below EF , the positio n
depending on which cuprate and on the doping level .

4. Below TT a gap with d x 2 _ yz symmetry, or something which effectively pro-
duces a symmetry of this form, appears . Its maximum magnitude is about 2 5
meV which occurs for a wave vector directed along the Cu-O bond . Above
T, a similar gap appears in underdoped samples .

5. There is a dip in the spectrum at about 90 meV below EF that appears to
correlate with the gap parameter A .

Recent theoretical work has tied together some of these features . The shado w
bands were first predicted by Kampf and Schrieffer (1990), a result of coupling
states k and k + Q by antiferromagnetic fluctuations where Q = (7r, 7r) . The
calculation required for observable shadow bands a magnetic correlation lengt h
considerably longer than that measured . Langer et al . (1996) were able to com-
pute the self energy for a one-band, two-dimensional Hubbard model with realisti c
dispersion . The resultant spectral density exhibited both shadow bands and th e
"90 meV dip", while the correlation length was small . The calculated dependence
of the Fermi surface on hole doping, and the energy and doping dependence of the
quasiparticle lifetime were in qualitative agreement with experimental results .
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Abstract

We review the results of recent studies of the elastic and inelastic neutron scattering from a variet y
of heavy fermion compounds . This class of materials exhibits a rich variety of ground states : an-
tiferromagnetically ordered, superconducting, semiconducting, and paramagnetic . Neutron scat -
tering from single crystals and powders has been a productive tool for probing the magnetic orde r
and fluctuations in all four cases . This review deals with work on UPt 3 , UPd2 A13 , UNi 2 A1 3 ,
UNi4 B, CeNiSn, Yl_ x UxPd 3 , and UCus_ X Pdx .

1 Introduction

1 .1 Overview

Heavy fermion compounds, typically alloys containing U or Ce, are characterised
by the small energy scale associated with the hybridization of nearly localised f -
electrons with conduction electrons . This small energy scale means that propertie s
such as band structure, which are normally not considered temperature dependent ,
can vary with temperature and are sensitive to small perturbations . This sensitivit y
gives rise to a rich variety of low temperature states in these materials ; for a review
see Crewe and Steglich (1991) .

At high temperatures heavy fermion systems behave as Kondo lattices and th e
unpaired f-electrons have a local magnetic moment that interacts with the con-
duction electrons in the same way as an isolated Kondo impurity in a metal . As
the temperature is lowered, however, the magnetic moments no longer behave a s
isolated, localised impurities and the system enters the coherent state which i s
characterised by the large effective mass (and enhanced electronic specific heat)
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associated with the quasiparticles of a strongly interacting band of carriers . In thi s
coherent, heavy fermion state there are substantial antiferromagnetic spin fluctu-
ations which can be studied in great detail by magnetic neutron scattering from
single crystals . This has been the topic of a recent review (Aeppli and Broholm,
1994) . The present paper presents highlights of some experiments which have oc-
curred since then .

1 .2 Neutron scattering cross section

Because of its magnetic moment the neutron can couple to moments in solids vi a
the dipolar force . The energy and wavelengths of thermal and subthermal neutrons
are well matched to the energy and length scales of most condensed matter system s
and this is particularly true for heavy fermions . We will briefly review the formalism
which describes the magnetic neutron scattering . For a detailed treatment of th e
neutron scattering cross-section there are some excellent texts which can serve as
an introduction (Squires, 1978) or more comprehensive exposition (Lovesey, 1984) .

The partial differential cross section for magnetic neutron scattering, whic h
measures the probability of scattering per solid angle per unit energy, i s

d'a

	

' N 2

dS2dE'

	

ki (ryro) If (Q)

ap
( 6ap - QaQp) Sap(Q,W)

	

( 1 )

where k(k') is the incident (scattered) neutron wavevector, N is the number of
moments, tyr o = 5.391 fm is the magnetic scattering length, f(Q) is the magnetic
form factor (analogous to the electronic form factor appearing in the x-ray scatter -
ing cross section), Q is the momentum transfer, w is the energy transfer, and th e
summation runs over the Cartesian directions . Sap(Q,w) is the magnetic scatter -
ing function which is proportional to the space and time Fourier transform of th e
spin-spin correlation function .

If the incident and scattered neutron energies are the same (elastic scattering )
then the correlations at infinite time are being probed and, in a magnetically or-
dered material, the scattering function will contain delta functions at the wavevec-
tors corresponding to magnetic Bragg reflections . The (bap - QaQß) term in the
cross section means that neutrons probe the components of spin perpendicular t o
the momentum transfer, Q . If there is no analysis of the scattered neutron energ y
then (within the static approximation) the measured intensity is proportional t o
the Fourier transform of the instantaneous correlation function which is essentiall y
a snapshot of the spin correlations in reciprocal space. At non-zero energy transfer s
the spin dynamics of the system under study are probed . In a magnetically ordere d
system of localised spins the elementary magnetic excitations are spin waves .
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The fluctuation dissipation theorem relates the correlations to absorption, in
other words the scattering function is proportional to the imaginary part of a
generalised (Q and w dependent) susceptibility, x"(Q,w) . In the zero frequency,
zero wavevector limit, the real part of the generalised susceptibility is the usual D C
susceptibility measured by magnetisation . In a metal the elementary excitations ar e
electron-hole pairs . Since it is possible to excite an electron-hole pair by promotin g
a quasiparticle from below the Fermi surface to above the Fermi surface, and a t
the same time flipping its spin, neutrons can be used to probe the low energy
excitations of a metal . The generalised susceptibility (for a non-interacting metal )
is just the Lindhard susceptibility which can be calculated from the band structure .

2 Antiferromagnetism and superconductivit y

2 .1 UPt3

UPt 3 has remained a very popular system because it is both the quintessential
strongly renormalized Fermi liquid, as revealed especially by de Haas-van Alphe n
experiments, and the quintessential unconventional superconductor, displaying a n
array of properties ranging from multiple superconducting phases to anisotropie s
not likely predicated on normal state anisotropies . While the broad outlines of the
UPt3 problem were clear several years ago, the past two years have witnessed scat-
tering experiments which have answered important outstanding questions . These
experiments all have to do with the weak antiferromagnetic order whose Brag g
signal is reduced by passing into the superconducting state, and which is greatl y
enhanced - while superconductivity is eliminated - upon Th substitution for U
or Pd substitution for Pt (Ramirez et al ., 1986; de Visser et al ., 1986 ; Goldman
et al ., 1987; Frings et al ., 1987) . In particular, Isaacs et al . (1995) performed a
combination of x-ray and neutron diffraction experiments which showed the follow -
ing (see Fig . 1) : (i) The reduction in the magnetic Bragg scattering found in an
earlier experiment (Aeppli et al ., 1989) is due to a reduction in the magnitude of
the corresponding magnetic moment, and not to rotation of the moments, e .g ., in
the basal planes of the material . (ii) There seems to be little difference between
the behaviours of the magnetic order exhibited in the near surface region probe d
by resonant x-ray scattering and the bulk probed by neutrons . (iii) The magnetic
coherence length in quite heavily doped and non-superconducting U o .95Tho.o5Pt3
is resolution-limited . This again emphasizes that a special local disorder is th e
most likely cause of the magnetism in pure UPt 3 .

The second new scattering experiment also addressed the vector nature of the
ordered moment . In particular, Lussier et al . (1996) investigated whether an ex-
ternal magnetic field parallel to the basal planes - the 'easy' direction as inferre d

16
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Figure 1 . Temperature dependence of the antiferromagnetic Bragg peaks for UPt 3 .
(a)-(c) show the intensity measured with x-rays (with neutron data for isostruc-
tural Uo .95Tho.o5Pt3 shown in (a) [open circles] for comparison) . (d)-(f) show the
neutron scattering intensity for three different Bragg reflection entering the super-
conducting state . From Isaacs et al . (1995) .

from bulk measurements - could rotate the moments . A field of up to 3 .2 T was
not able to either rotate the moments or select a single domain (see Fig . 2) . Given
that such a limiting field is beyond Ha for the superconductor, finding (i) of Isaacs
et al . (1995) is not surprising . Thus there are anisotropies, possibly random, which
strongly pin the small ordered moment in pure UPt 3. It will be interesting to se e
whether the same result is obtained in the more coherent antiferromagnetic stat e
induced by Th and Pd impurities . The finding that a single magnetic domai n
is not produced implies that either the magnetic structure is not single-Q or al l
measurements of the superconducting phase diagram have been in multi domai n
samples, requiring a re-evaluation of theories based on the symmetry breaking o f
antiferromagnetic ordering .

2 .2 UPd2 A1 3 and UNi 2A13

In 1991 two new heavy fermion compounds were discovered which displayed the
coexistence of antiferromagnetic order and superconductivity . UPd2 A13 has an
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Figure 2 . Magnetic Bragg peaks for two different domains in UPt 3 for H = 0 and
2 .8 tesla. Complete selection of a single domain by the 2 .8 T field would eliminat e
the q2 Bragg peak and increase the cil peak by a factor of three . From Lussier et
al. (1996) .

antiferromagnetic transition at 14 .4 K and, in the best samples, a superconducting
Tc of 2 K, the highest of any heavy fermion compound at ambient pressure (Geibe l
et al ., 1991a) . UNi 2 A13 has a somewhat lower TN (5 .2 K) and T0 (1 K) (Geibel et al . ,
1991b) . Both share the same hexagonal crystal structure (space group P6/mmm) .

Powder neutron diffraction has shown that, in the antiferromagnetic state ,
UPd 2 A1 3 has moments of 0 .85 ,a B lying in the hexagonal basal plane with th e
moments in a given layer ferromagnetically aligned and alternating up the c axi s
(Krimmel et al ., 1992a) . Initial reports of a suppression of the ordered moment
in the superconducting state by Krimmel et al . (1992a) have not been reproduce d
(Kita et al ., 1994) . Measurements of the magnetisation density in the paramagneti c
state using polarized neutrons have shown that the magnetic moment resides on th e
U site with no spin transfer to the Pd ions (Paolasini et al ., 1993), comparison with
magnetisation data suggest that there is an additional (12% contribution) from th e
polarisation of the conduction electrons . A determination of the magnetic phase
diagram up to 5 T (Kita et al ., 1994) has shown that the moment lies along th e
a axis in the basal plane . Application of a magnetic field perpendicular to one of
the a axes (along [110]) favours that magnetic domain and as the field is increase d
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Figure 3 . Wavevector dependence of the energy (filled circles) and damping (ope n
triangles) of the spin waves in the ordered state of UPd2 A1 3 . There are well define d
spin waves along the c* axis however, in the basal plane, the response is overdampe d
making it difficult to independently determine Fg and w Q .

above a critical field of order 0 .5 T the fraction of the sample with moments aligne d
along the a axis perpendicular to H increases from 33% to 100% . If the field is
applied parallel to [0,1,0] then a two step process occurs : first above 0 .5 T the
two domains at 7r/3 are selected, then above 4 T the moments are constrained t o
lie perpendicular to the field along the next nearest direction in the basal plane .
As the temperature is increased towards TN the fields for domain selection an d
reorientation approach zero .

The inelastic neutron scattering from UPd2 A13 has been studied using pow-
der, time-of-flight (Krimmel et al ., 1996) and single crystal, triple-axis technique s
(Petersen et al ., 1994; Mason et al., 1995) . The powder measurements in the
paramagnetic state show a strong quasi-elastic response which is peaked at the
wavevector corresponding to the (0, 0, 2 ) Bragg peak . The single crystal studie s
have shown that in the antiferromagnetically ordered state this response evolve s
into spin waves which, within the limits of the experimental resolution of 0 .35 meV,
have no gap at the ordering wavevector . The full dispersion surface extracted from
these measurements is shown in Fig . 3 along with the wavevector dependence of the
spin wave lifetime. These quantities correspond to the energy and damping of an
inelastic Lorentzian response corrected for spectrometer resolution . The structure
of the dispersion requires a model of the magnetic interactions with at least four
groups of next neighbours implying long range interactions . Moreover, it is not
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Figure 4 . Spin wave intensity as a function of energy for UPd 2 A13 obtained fo r
momentum transfers displaced from (0, 0, ) along the c axis . The intensity i s
the amplitude for an inelastic Lorentzian response convolved with the spectromete r
resolution . The line is the 1/w dependence expected for conventional spin waves .

possible to describe both energies and lifetimes in a localised moment spin wav e
model (Lindgård et al ., 1967) because damping arising from off-diagonal term s
in the Hamiltonian results in a zone centre gap inconsistent with the data . This
suggests the damping is of extrinsic (conduction electron) origin . The damping i s
generally comparable to the spin wave energy although for wavevectors displaced
along the c axis there are well resolved modes with a linear dispersion . The in-
tensity of the spin waves along the c axis, obtained from the same fits, is show n
in Fig. 4 in comparison with the 1/w expected for conventional spin waves . Mea-
surements of the spin wave intensities in a single domain sample (produced a s
described in the preceding paragraph) have shown the excitations are transverse
to the moment direction. It appears that UPd2 A13 is unique among U compounds
in that it possesses conventional spin wave excitations with a very small or no
gap at the ordering wavevector . These spin waves are strongly damped due to
interaction with the conduction electrons but, at energies less than a few multiple s
of k BTc , show no change on entering the superconducting state (Petersen et al . ,
1994) . This is consistent with the results of heat capacity (Caspary et al ., 1993 )
and muon spin rotation measurements (Feyerherm et al ., 1994) which have been
interpreted as evidence for two coexisting electronic systems, localised 5f magneti c
states and delocalised states which are responsible for superconductivity (Steglich
et al ., 1996) .

Initial powder diffraction studies of UNi 2 A1 3 failed to observe any magnetic
Bragg peaks below TN and placed an upper bound on the ordered moment of 0 . 2
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Figure 5 . Scans through the incommensurate peaks in UNi2 A13 along the (h, 0, )
direction above (open circles) and below (closed circles) Tn. . 5 .2 K . From Schröde r
et al . (1994 )

µB (Krimmel et al ., 1992b). j,SR experiments indicated that the ordered moment
was likely of order 0 .1 /1B (Amato et al ., 1992) . Schröder et al . (1994) performed
neutron diffraction measurements on a single crystal of UNi 2 A1 3 and found that it
ordered incommensurately below 5 .2 K with an ordered moment of 0 .24 ± 0 .1 U B .

Figure 5 shows scans through two of the incommensurate wavevectors, (2 ± 5, 0, )
with S = 0 .110 ± 0 .003, above and below TN . The intensities of six magneti c
Bragg peaks measured at 1 .8 K are best described by a model structure which is a
longitudinal spin density wave within the hexagonal basal plane with the moment s
parallel to a* . The moment direction in UNi2 A13 is therefore rotated 7r/6 compared
to UPd2 A1 3 but the observation of an incommensurate modulation within the basa l
plane is perhaps not surprising given the long range interactions manifested in th e
spin wave measurements in UPd 2 A13 .

2.3 UNi4B

One of the most intriguing new compounds which have been studied in recen t
years is UNi4B which has a structure based on the hexagonal CaCu 5 structure .
There is a small distortion which modifies the local environment of of the U
ions through their collective motion towards the remaining sites (Mentink et al . ,
1996a) . As a results of the uranium moments are on six-fold symmetric sites while
the remainder are on two-fold symmetric sites . . The resistivity, susceptibility, an d

400

0
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Figure 6 . Magnetic structure of UNi4 B projected onto the hexagonal basal plane .
The magnetic layers are stacked ferromagnetically along the c axis . The solid circles ,
labelled (1) and (2), represent the paramagnetic U moments . From Mentink et al .
(1994) .

specific heat of UN i 4 B all show anomalies typical for antiferromagnetic ordering a t
21 K and this has been confirmed by single crystal neutron diffraction (Mentink e t
al ., 1994) . The magnetic structure, shown in Fig . 6, is very unusual . The moments
on the outer, two-fold, sites of hexagonal plaquets form a pinwheel-like structur e
while the moments on the central six-fold sites, which are frustrated due to th e
cancellation of interactions with nearest neighbours, do not order . The moment s
are ferromagnetically aligned along the c axis .

Immediately below the phase transition there is a significant increase in the D C
and AC susceptibility (Mentink et al ., 1996a) which is quenched by the application
of a modest magnetic field (< 1 T) . This is likely the signature of the ferromag-
netically correlated chains on the non ordering sites . At low temperatures (< 2
K), however, this effect is eliminated, the resistivity passes through a maximu m
and c/T increases dramatically to over 500 mJ/(mole K 2) at 0.3 K (Mentink et
al ., 1996b) . It appears that the frustration is being alleviated by the formation of
heavy itinerant states without a moment in the presence of the localised moments
which order at 21 K . This is similar to what occurs in DyM n2 (Nunez Regueiro an d
Lacroix, 1994) and CeSb (Ballou et al ., 1991) and is the consequence of the corn -
bination of lattice frustration, a proximity to a magnetic-nonmagnetic transitio n
and strong anisotropy.
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Figure 7 . Constant-Q scans in CeNiSn for (upper panel) B = 0, (middle panel) B =
8 .9 T and (lower panel) CeNip,87Cuo .13Sn at Q = (0,0 .5,1) showing the effect o f
increasing temperature and magnetic field on the inelastic response . From Schröde r
et al . (1996) .

3 Semiconductors and Non-Fermi Liquids

3 .1 CeNiS n

CeNiSn is interesting because it is the only Ce-based `Kopdo insulator' (for a revie w
see Aeppli and Fisk, 1992) which can be readily fabricated in (large) single crysta l
form. Since the review of Aeppli and Broholm (1994), the material has received
considerable attention from various groups throughout the world . The principal
new results are :
(i) The discovery of a clean gapped signal at wavevectors of type (0, 0 .5, 1) where l

is an integer in addition to those equivalent to (0,0,1) (Kadowaki et al ., 1994; Sato
et al ., 1995) . Figure 7 shows the new peak, especially striking in its much mor e
intense manifestation after the new Risø cold neutron guide tubes were installed
(for a comparison between this spectrum and that taken before the installation of
the new guides see Lebech (1993)) . While the gap is larger (4 meV) at the forme r
point than the latter (where it is 2 meV (Mason et al ., 1992)), the property tha t
x"(Q,w) is a strong function of Q, while X (Q, w = 0) is not, remains . Thus, the
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puzzle of the ` shielded' RKKY interactions in Kondo insulators remains, althoug h
Varma (1995) has advanced arguments as to its resolution .
(ii) The discovery of long range magnetic order in CeNiSn samples doped by C u
substitution for Ni to achieve metallic heavy fermion behaviour . The magnetic
ordering vector is close to the (0 .5,1,0) vectors found to exhibit the higher ga p
frequency . Thus, in addition to producing a (dirty) metal, doping apparently elim-
inates the shielding phenomenon seen in the parent compound as well as the other
celebrated single crystal Kondo insulator, FeSi .
(iii) The discovery that a magnetic field strongly affects the shape of the magneti c
gap spectra (see Fig . 7) . In particular, the gap appears less sharp, although one
cannot judge whether this is due to field-induced splitting of some degeneracy o r
a true reduction in the lifetime of excitations at the gap energy . In spite of the
considerable spectral change as well as the fact that the sample is rapidly approach -
ing a metallic condition with increasing field, the shielding phenomenon mentione d
in (i) and (ii) remains. In summary, the most important consequence of the ne w
work on CeNiSn and its relatives is that there are dramatically different routes t o
metallic behaviour in heavy fermion systems, the first (doping) of which leads t o
substantial RKKY interactions while the second (external field) does not .

3 .2 Y l _,,UX Pd3 and UCu5_XPd,,

The properties of heavy fermion metals are a dramatic example of the success o f
Fermi liquid theory in the sense that the low temperature transport and thermo-
dynamics, as well as the excitation spectra and quantum oscillations in a magneti c
field are all in accord with predictions for a metal with a well defined Fermi sur -
face (albeit with an extremely large effective mass due to electronic interactions) .
Similarly in Kondo insulators such as CeNiSn several distinct energy scales ar e
directly manifested in the size of the gap and the properties of these materials ar e
understandable in the framework of a band type picture even though more carefu l
examination of the neutron data reveal important failings of band theory (Mason e t
al ., 1992) . There has been a great deal of interest recently in compounds, typicall y
random alloys, which exhibit weak power law and logarithmic divergences in their
low temperature properties at odds with the predictions of Fermi liquid theory,
generically referred to as non-Fermi liquid (NFL) behaviour .

One such material is Y i _ X U X Pd 3 with x = 0 .2 (Seaman et al ., 1991 ; Andraka
and Tsvelik, 1991) which has a logarithmically diverging electronic specific hea t
below 20 K, a power law divergence of the susceptibility, and a resistivity which
varies as (1 - (T/To )) 1 .13 This behaviour has been attributed to a two channe l
quadrupolar Kondo effect (Seaman et al ., 1991), proximity to a novel zero tempera-
ture phase transition (Andraka and Tsvelik, 1991) or the suppression of the Kondo
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Figure S . Magnetic correlations in Yo .sUo .2 Pd3 . (a) Q dependence of the energy
integrated S(Q,w) obtained by taking the difference in intensities at 1 .25 K and 7 7
K. (b) The same difference between 0 .2 K and 77 K . (c) Temperature dependence of
the scattering at 0 .5 meV for Q = (0 .49, 0 .49, 0) . (d) Constant-Q scan at (0 .5,0 .5,0 )
at 70 K . From Dai et al . (1995 )

temperature due to disorder and the associated proximity to a metal insulator tran-
sition (Dobrosavljevié et al ., 1992) . Recent neutron scattering measurements b y
Dai et al . (1995) on polycrystalline samples with x = 0 .2 and 0 .45 have shed con-
siderable light onto the ground state for this material . Figure 8 summarizes some
of the results . Panels (a) and (b) show the weak peak in the energy integrated
cross section which develops at low temperatures at the same antiferromagneti c
wavevector at which long range order develops in the x = 0 .45 compound (which
had previously thought to be a spin glass) . A temperature scan at 0.5 meV (pane l
(c)) shows a suppression of these fluctuations as the characteristic energy moves t o
lower energies below about 2 K. If the logarithmic increase in the resistivity in thi s
material were due to the conventional Kondo effect then a quasielastic peak wit h
a characteristic energy of k BT 3 .6 meV would result in a constant-Q respons e
shown as solid and dashed lines in panel (d), inconsistent with the data . Polarize d
beam measurements have shown that the dominant contribution to the magneti c
scattering for both the x = 0.2 and x = 0 .45 samples is a resolution limited re-
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Figure 9 . UCu5 _,,Pdx exhibits scaling for both x = 1 and 1 .5 . The solid line
corresponds to x" @e, T)T 1/3 (T/w) 1 /3 tanh(w/1 .2T) . From Aronson et al . (1995) .

sponse centred on zero frequency. This indicates that in both cases the ground
state for the U ions is the r5 triplet . This magnetic ground state, suggested by
the observation of weak critical scattering, rules out the quadrupolar two-channel
mechanism for NFL behaviour in Y 1 _X U X Pd3 .

Another instance of NFL behaviour occurs in UCu5 _ XPdx . In this case there
is randomness due to alloying as in Y 1 _,ç U X Pd3 however there is no site dilutio n
of the U. The novel low temperature behaviour observed for x = 1 .5 has been
ascribed to the suppression of a spin glass transition to T = 0 . Using time-of-flight
powder measurements Aronson et al . (1995) have observed a magnetic excitatio n
spectrum which, below a cross over of about 25 meV, is characterised by a scale
which is determined by the temperature . At energies lower than T the dynamic
susceptibility is proportional to w/T, exactly cancelling the temperature factor and
leading to a temperature independent cross section, S(w) similar to what has been
seen in lightly doped cuprates (Hayden et al ., 1991) . This scaling behaviour, which
is the same for x 1 and 1 .5, is explicitly shown in Fig . 9 . Surprisingly for a
dense Kondo lattice, there is no observable Q dependence other than the overall
form factor dependence . This could suggest a single ion origin for the observe d
scaling although it may also be due to the directional averaging which occurs i n
any powder measurement . As in Y 1 _ X U X Pd3i the quasielastic response indicates a
magnetic ground state which has an instability driven towards T = O .
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The novel effects seen in these materials are not limited to alloys with composi-
tional disorder . Similar effects are seen in URh 2Ge 2 (Süllow et al ., 1996) although
substitutional disorder between Rh and Ge likely plays a role . In that case there
is clearly a competition between spin glass and antiferromagnetic order which may
drive the low temperature properties .
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The Normal States of Magnetic Itinerant

Electron Systems

G . J. McMullan and G . G . Lonzarich

Cavendish Laboratory, University of Cambridge, Cambridge CB3 OH E

Abstract

The normal state of ferromagnetic d metals such as MnSi and ZrZn2 with small or vanishin g
Curie temperatures may be described over a wide range in temperature and pressure in term s
of a quantitative model of a marginal Fermi liquid based on dispersive spin fluctuations spectr a
inferred from inelastic neutron scattering data . The behaviour of antiferromagnetic f metal s
such as CePd2Si2 and CeNi 2 Ge 2 with low or vanishing Néel Temperatures (TN ) also appears
unconventional, but the normal state above TN has not yet been interpreted consistently in terms
of an elementary extension of the spin-fluctuation model employed for the d-metal systems .

1 Introduction

The normal states of itinerant electron systems at low temperatures are normall y
described in terms of the Fermi liquid model . In perhaps the narrowest definition
of this framework, the low-lying propagating modes of the interacting electro n
assembly are regarded as having a finite "overlap" with the non-interacting one-
particle excitations (Anderson, 1995) . This condition may be satisfied in the simpl e
metals, but it has been called into question in particular for magnetic metals abov e
small or vanishing Curie or Néel temperatures and more recently for the short-
coherence-length superconductors (Anderson, 1995 ; Coleman, 1995a ; Millis, 1993) .
In these strongly correlated electron systems, fluctuations of the order parameter
may strongly suppress the transition temperature and give rise to a normal stat e
with some unconventional properties .

Perhaps the simplest example of such behaviour may be found in pure ferro -
magnetic d metals such as MnSi and ZrZn 2 which have low Curie temperatures
(Tc) that may be suppressed towards absolute zero with modest applied hydro -
static pressures . The temperature and pressure dependences of the resistivity an d
magnetic susceptibilities of these systems, together with the properties of the un-
derlying spin fluctuation spectra, strongly suggest that the normal state may be
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usefully viewed in terms of a model of a marginal Fermi liquid (Moriya, 1985 ; Lon-
zarich, 1997) . In this framework the usual fermion quasiparticle picture is retained ,
but the effective interaction between quasiparticles becomes long range and give s
rise to low temperature behaviour not usually associated with the simplest Ferm i
liquid model .

In particular, the marginal Fermi liquid model relevant to this problem for
Tc -* 0 leads to a logarithmic divergence ln(T*/T) of the linear coefficient of th e
heat capacity C/T and a T -1/3 divergence in the quadratic coefficient of the resis-
tivity p/T2 at low temperatures . This behaviour may be traced to a logarithmi c
divergence of the quasiparticle masses arising from the long-range quasiparticle in-
teraction, and to a concomitant linear variation in the quasiparticle scattering rat e
as a function of energy or temperature near the Fermi surface . The divergence o f
the quasiparticle masses on the Fermi surface as T -> 0 suggests a breakdown o f
the Fermi liquid state as defined at least in the narrow sense given above .

The marginal Fermi liquid represents, as the name implies, the weakest break -
down of the usual description of the normal metallic state . In more extreme cases ,
the starting picture of interacting fermion excitations on a conventional Ferm i
surface may itself have to be revised . This cannot be ruled out for some of th e
nearly magnetic or almost localised f -electron systems described below and th e
very short-coherence-length superconductors .

2 The quasiparticle-quasiparticle interactio n

The breakdown of the simplest Fermi liquid description can be anticipated in som e
cases via an examination of the form of the quasiparticle-quasiparticle interac-
tion . We may think of a quasiparticle excited near the Fermi level as interactin g
with various fields set up by other quasiparticles . Of particular interest, for an
electron system near a ferromagnetic instability, is the exchange field essentially
proportional to the local magnetisation, which couples to the spin moment of a
quasiparticle . If we take this field acting on a given quasiparticle as a wave gen-
erated by another quasiparticle at some other point in space and time, we are le d
to an induced quasiparticle-quasiparticle interaction which is given, in the linea r
response approximation, by the space- and time-dependent magnetic susceptibility .

The spatial range of this interaction is then evidently the magnetic correlatio n
length which diverges at the Curie temperature Tc . Thus, the quasiparticle in-
teraction can become long range at low T as Tc -4 O . This leads to a singula r
scattering of quasiparticles near the Fermi surface which can qualitatively alter th e
character of the quasiparticle relaxation rate and, hence, of the low temperatur e
properties in general .
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For the standard model developed for the nearly ferromagnetic d metals, the
qualitative temperature dependences of these properties depends chiefly on th e
dimension of space d (taken to be 3 for the cubic metals such as MnSi or ZrZ n2) and
the dynamical exponent z which characterises the propagation frequency spectru m
for waves which carry the quasiparticle interaction (Millis, 1993 ; Moriya, 1985 ;
Hertz, 1976; Lonzarich, 1997) .

For our problem, this interaction is carried by magnetisation waves which ten d
to decay in time for T > Tc . Thus, the propagation spectrum is purely imaginar y
and characterised by the relaxation rate, F q a qz , of a magnetic wave of smal l
wavevector q . For an isotropic and homogeneous metal with Tc -4 0, we expect
z = 3 at low T (at least for d > 4 - z), a result consistent with inelastic neutro n
scattering measurements of the spin relaxation spectrum for a number of nearl y
ferromagnetic cubic d metals (Bernhoeft et al ., 1989 ; Ishikawa et al ., 1985) .

3 Consequences of the long-range interaction in

nearly ferromagnetic metal s

In the limit Tc -+ 0, the above model with d = z = 3 leads to the quasiparticl e
properties described in the introduction which are normally associated with th e
marginal Fermi liquid state . Thus, the quasiparticles on the Fermi surface ar e
described by an effective mass diverging as ln(T*/T) and a scattering rate pro-
portional to T . This implies a heat capacity of the form C T ln(T*/T) and
a resistivity p a T 5/3 to leading order in T . In the resistivity, one factor of T
comes from the underlying linear quasiparticle relaxation rate and an additiona l
factor of T2/3 arises from the fact that high q fluctuations are more effective than
those at low q in reducing the current . This leads to a weighting factor of qT in
p, where qT is a characteristic wavevector satisfying T a FqT oc qz, . For z = 3 ,
this leads to q2, a T2/3 as required. Note that for the corresponding proble m
of the electron-phonon interaction, we have T a qT and hence the temperature
dependences of p and of the quasiparticle relaxation rate differ by a factor of T 2
instead of T2/3 . The electron-phonon scattering problem differs in other important
respects ; in particular, the propagation frequency is real rather than imaginary an d
the phonon spectrum is normally much less strongly temperature dependent than
that of magnetic fluctuations .

The above results for C and p hold strictly only in leading order in T and
for Tc -* 0 . At elevated temperatures corrections arise from (i) the temperature
dependence of F q a q(tc2+q2), where (T) is the inverse of the magnetic correlatio n
length, and (ii) from the high q form of F q or, effectively, from a cut-off F sf in F q .

Numerical analyses based on the standard model for p(T) suggests that the low

17
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Figure 1 . The resistivity for MnSi vs temperature at different pressures (5 .55 kbar ,
8 .35 kbar, 10 .40 kbar, 11 .40 kbar, 12 .90 kbar, 13 .55 kbar, 14 .30 kbar and 15 .50 kba r
going down starting from the top curve at the far right) . The magnetic orderin g
temperature Tc (marked by the shoulder in p vs T) decreases towards absolute zer o
at pc ' 14 .6 kbar . For p > pc a non-Fermi liquid form of p vs T (i .e . a variation T O
with ß at 1 .6 < 2) is seen to extend over a wide range (Pfleiderer et al ., 1997) .

temperature exponent of 5/3 is reached only for T well below (typically two order s
of magnitude below) the scale set by the cut off T sf = h P3f/kB . The effective
exponent a In p/0lnT tends to fall monotonically from 5/3 towards 1 due to the
effect of the cut-off in F q (see (ii) above) and decreases smoothly towards zero a t
high T/Tsf due (additionally) to the temperature dependence of F q (see (i) above) .

The predictions of this model have been compared with experimental measure-
ments of å In p/8 In T in the cubic d metal MnSi at the critical pressure (p c = 1 5
kbar) where Tc -4 0 (Pfleiderer et al ., 1997) . The calculations are based solel y
on the form of F q inferred from inelastic neutron scattering data at ambient pres -
sures, but with n2 (T) o. 1/x(T) derived from the temperature dependence of th e
susceptibility x(T) as measured at p c .

The general features of the calculations, including an anomaly at low tempera -
tures which may be traced to the low T peak in x(T), appear to be in reasonabl e
agreement with the observed behaviour of MnSi (Figs . 1 and 2) . We stress, how-



MfM 45

	

The Normal States of Magnetic Itinerant EIectron Systems

	

25 1

2

1 . 5

~ 1
x
a
~

0 .5

0
0

	

1

	

2

	

3

Log (T(K) )

Figure 2 . Comparison of measured (points) and calculated (solid lines) logarithmic
derivative of the resistivity in MnSi, ô log p/a log T plotted vs log l p (T (K)) at the
critical pressure . The calculation involves only the measured temperature depen-
dence of the static susceptibility (Pfleiderer et al ., 1997), the parameters of the spin
fluctuation spectrum inferred from neutron scattering data (Ishikawa et al ., 1985 )
as discussed in the text, and a cut-off wavevector set equal to the Brillouin zon e
dimension (PX) for the middle line and, respectively, 80% and 120% of PX for the
lower and upper lines.

ever, that the direct effects of phonon scattering which may be important at hig h

T have been ignored throughout . Also neglected is the phenomenon analogous t o
phonon drag which may modify the form of p vs T due to spin fluctuations at

sufficiently low T . Furthermore, we note that since x(T) in MnSi is not strictly
singular at p, (Pfleiderer et al ., 1997), we expect that the exponent å In p/a In T
will gradually increase towards 2 with decreasing temperature . The experimental

exponent, however, appears to fall somewhat below the predicted value as the tem-

perature is decreased. But within the present experimental accuracy, there is no
dramatic or unambiguous discrepancy between the prediction of the above model

and the observed form of 81n p/0 In T in MnSi (Pfleiderer et al ., 1997) or in th e

related cubic cl metal ZrZn 2 (Grosche et al ., 1995) .

17*
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4 Nearly antiferromagnetic f metals

In a search for the limits of applicability of the above standard model for the spin-
fluctuation mediated quasiparticle interaction, we now turn to the heavy fermion
f metals on the border of magnetic transitions at low T. In particular, we conside r
CePd 2 Si 2 and CeNi 2 Ge 2 which crystallise in a body-centred tetragonal structur e
that characterises a large family of Ce ternary compounds, including the first of
the heavy-fermion superconductors CeCu2 Si 2 (Steglich et al ., 1979) . At ambient
pressure and below 10 K, CePd 2 Si 2 orders in an antiferromagnetic structure wit h
a weak static moment at low T (Grier et al ., 1984) .

CeNi 2 Ge 2 has a slightly smaller lattice constant than CePd 2 Si 2 and at ambient
pressure exhibits no well-defined magnetic transition . It is reasonable to expect
that its behaviour at ambient pressure is similar to that of CePd 2 Si2 at a pressur e
somewhat above that required to suppress antiferromagnetic order (Knopp et al . ,
1988 ; Fukuhara et al ., 1995 ; Diver, 1996) . CeNi 2 Ge 2 therefore provides us with the
opportunity to expand the effective range in pressure over which we may explor e
the behaviour of essentially the same stoichiometric heavy-fermion system close t o
the boundary of antiferromagnetic order .

As in the case of MnSi, we find that the transition temperature in CePd 2 Si2
falls continuously towards absolute zero and at the critical pressure (p,= 28 kbar)
the temperature dependence of the resistivity is again found to be significantl y
slower than quadratic (Grosche et al ., 1996) (Fig . 3) . But in sharp contrast t o
the case for MnSi, not only TN , but also the shoulder of p versus T, shifts rapidl y
with pressure and in a direction opposite to TN (Thompson et al ., 1986) . At the
critical pressure, the shoulder has shifted by nearly an order of magnitude abov e
its position at ambient pressure .

In the wide range opened up between these two characteristic temperatures
near pe , p exhibits a remarkable temperature dependence . The resistivity is linear
in Tl .2±° .1 over nearly two decades in temperature down to approximately 0 . 4
K where our samples with the lowest residual resistivity become superconductin g
(Fig . 4) .

The superconducting regime extends over a relatively narrow pressure range
following (and perhaps slightly overlapping with) a regime where TN falls toward s
absolute zero . From the temperature variation of the superconducting upper criti-
cal field near p, , we infer a low temperature BCS coherence length of approximately
150 A, a magnitude characteristic of heavy-fermion superconductivity. Related
high pressure results have been reported for CeCu 2 Ge2 (Jaccard et al ., 1992) and
CeRh2 Si2 (Movshovich et al ., 1996) . What is important in the case of CePd 2 Si 2 ,
however, is that the normal state above the superconducting transition tempera -
ture T, does not exhibit a temperature dependent resistivity normally associated
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Figure 3 . The temperature dependence of the resistivity along the a axis of CePd 2 Si e
at different pressures (Grosche et al ., 1996) . The Néel temperatures TN , marked b y
arrows, are visible as significant changes in the slope of p vs T . The ThCr2Si 2 lattic e
structure of CePd2Si and spin configuration below TN are illustrated in the inset s
(Grier et al ., 1984) . The Ce atoms are on the corners and centre of the tetragona l
unit cell, and the Pd atoms are on the cell faces .

with a Fermi liquid state . In some sense, this then represents a form of "high tem-
perature" superconductivity; not high in absolute terms, but in relation to som e
low temperature scale apparently not yet reached on cooling to T ,8 . Among the
heavy fermion systems, another extreme but qualitatively different examples of
such "high temperature" superconductivity is found in UBe 13 (Ott et al ., 1983) .

At sufficiently high pressures, we expect to recover a Fermi liquid (quadratic )
form of p versus T which is ubiquitous in other paramagnetic heavy fermion metal s
at low T . As stated earlier, CeNi 2 Ge2, with a slightly smaller cell volume than
CePd2 Si 2 , but otherwise with a similar lattice and starting electronic structure ,
provides us with the opportunity to examine the crossover to the Fermi liqui d
form of p versus T without the use of very high applied pressures . Initial studies i n
CeNi2 Ge 2 suggested a more or less unexceptional behaviour . In particular, p versus
T was thought to have a conventional form characteristic of many normal heavy
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Figure 4 . The temperature-pressure phase diagram of CePd 2 Si 2 . The Néel temper-
ature TN falls monotonically towards zero and is nearly linear in pressure before en -
tering a relatively narrow region where superconductivity appears in the millikelvi n

range (Grosche et al ., 1996) . The magnetic field dependence of the superconduct-
ing transition temperature Ts exhibits a high slope characteristic of heavy fermio n

superconductors . Near the critical pressure where TN -4 0, the resistivity is see n
to be linear in T1 .2±o .1 over nearly two decades in temperature (inset) (Grosche et
al ., 1996) .

fermion systems . But more detailed studies in samples with low residual resistivitie s
have revealed that p does not exhibit a simple quadratic temperature variatio n
except perhaps below one or two hundred mK and in fact varies as p - T l•41o . l

over a decade below several degrees K (Steglich, 1996 ; Diver, 1996) . This anomalous
behaviour of the temperature dependence of the resistivity appears to extend up t o
10 kbar and beyond where a new superconducting instability is observed (Grosche ,
1997 ; Carter et al ., unpublished) . Also, we note that in both compounds the valu e
of the anomalous exponent of p versus T appears to be quite sensitive in particula r
to sample perfection (Carter et al., unpublished) .

The nature of the anisotropie spin fluctuation spectra of CePd 2 Si2 and CeNi2 Ge 2
are not yet sufficiently well known to enable us to carry out a quantitative analysis
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analogous to that presented for the d-metal ferromagnets in the previous section .
Further, the validity of the naive extension of this model to antiferromagnetic sys-
tems (for which z is taken to be 2 instead of 3) is not clearly self evident (Hlubin a
and Rice, 1995) . For the very simplest case with d = 3 and z = 2, the exponent
a In p/å In T falls monotonically from 3/2 for T » Tsf towards zero for T <G Te .
The observation of a low temperature exponent of less than 3/2 in CePd 2 Si2 at p,
is not necessarily inconsistent with this model since convergence of 0 in p/0 lnT to
3/2 is found to be very slow . But the locking in of the experimental exponent to
a fixed value over a wide temperature range is not a feature of the present spin
fluctuation model . Also difficult to understand within this same framework is th e
non-Fermi liquid form of p versus T at still higher pressures above p, in CePd 2 Si 2 ,
or in the smaller volume relative CeNi 2 Ge 2 at ambient or low pressures and abov e
one or two hundred mK .

It is not yet clear whether a consistent description of the above findings ca n
be given in terms of a refined version of the model developed for the d-metal fer -
romagnets or whether a radically different approach is required . In the f heavy
fermion systems, in contrast to typical d metals, there may be an ambiguity in the
spin-fluctuation theory as it is conventionally formulated . It is perhaps unclear i n
our systems whether the Fermi surface close to which the relevant quasiparticles ar e
excited is that formed by the "conduction electrons" together with the f electrons ,
as suggested by de Haas-van Alphen studies on a number of normal heavy fermion
compounds, or by the conduction electrons alone as is often assumed in "inter-
mediate temperature" descriptions . What is more, the usual assumption that the
strength of the coupling of the quasiparticles to the exchange field is weakly tem-
perature dependent may in these highly correlated systems seriously break dow n
in the temperature range of interest .

5 Conclusions

The idealised model for describing nearly ferromagnetic d metals, such as MnSi and
ZrZn2 , near the critical point TC -+ 0, appears to be that of a marginal Fermi liquid
which has also been invoked in theoretical treatments of the coupling of electrons t o
transverse photons and in the study of nuclear matter (Baym and Pethick, 1991) .
In both cases, the starting picture remains that of fermion quasiparticles excited
above a normal Fermi surface . In more extreme cases, an altogether differen t
starting point may be required .

It is conceivable that this is the case in some of the more strongly correlate d
electron systems among the heavy fermion compounds (see also Morin et al ., 1988 ;
Löhneysen et al ., 1994 ; Seaman et al ., 1991 ; Andraka and Stewart, 1993 ; Tsvelik
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and Reiter, 1993 ; Coleman, 1995b) . In particular, we have noted that a naiv e
extension of the spin fluctuation model used for the d-metal ferromagnets canno t
readily account for the curious locking into a fixed exponent å In p/å In T over
nearly two decades in temperature in CePd 2 Si 2 near the critical pressure nor in
CeNi 2 Ge2 at ambient pressure .
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CH 8093 Zürich, Switzerland

Abstract

Originally it was believed that the presence of heavy-mass charge carriers at low temperatures i n
some special rare-earth or actinide compounds was simply the result of a suppression of magneti c
order in these materials . Various experiments reveal, however, that magnetic order may occu r
from a heavy-electron state or that a heavy-electron state may also develop within a magnetically
ordered matrix . It turned out that pure compounds without any sign of a cooperative phas e
transition down to very low temperatures are rare but examples are known where microscopi c
experimental probes give evidence for strong magnetic correlations involving moments of muc h
reduced magnitude (< 0 .1µ B) in such cases . It appears that electronic and magnetic inhomo-
geneities, both in real and reciprocal space occur which are not simply the result of chemica l
inhomogeneities . Long range magnetic order among strongly reduced magnetic moments seem s
to be a particular feature of some heavy-electron materials . Other examples show, that disorder
may lead to a suppression of cooperative phase transitions and both macroscopic and microscopi c
physical properties indicate that conservative model calculations are not sufficient to describe the
experimental observations . The main difficulty is to find a suitable theoretical approach tha t
considers the various interactions of similar strength on an equal footing . Different examples of
these various features are demonstrated and discussed .

1 Introduction

The stability of magnetic moments in a metallic environment has been the sub-
ject of many theoretical and experimental studies but the ideas considered in th e
early works of Friedel (1956), Blandin (1958), Anderson (1961) and Kondo (1964 )
still provide the essential background for discussing recent and new experimenta l
observations . The low temperature behaviour of simple metals is believed to be
well understood on the basis of Landau's (1956) Fermi liquid model . The often
observed transition to a superconducting state can be well explained by the BC S
theory (Bardeen et al ., 1957) and a pairing potential that is due to the interactio n
between conduction electrons and lattice excitations (phonons) . Less transparent
is the behaviour of d- and f -electron transition metals and compounds . Particular
recent interest is connected with a class of substances for which electron-electron
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interactions and correlations are dominating factors, the so called heavy-electron
systems . For the description of the properties of these metallic systems, many-bod y
effects can no longer be neglected or treated with simple approximation schemes .
Materials that we discuss here contain ions with incompletely occupied atomic f -
electron orbitals, leading to well defined ionic moments containing both orbita l
and spin components . These ions occupy regular lattice sites and their moment s
interact with the ensemble of itinerant charge carriers . In most cases it may b e
expected that the adopted ground state of these materials is of some magneticall y
ordered variety, a result of the coupling of these moments via the Ruderman -
Kittel-Kasuya-Yosida (R.KKY) interaction mediated by the conduction electron s
(Ruderman and Kittel, 1954 ; Kasuya, 1956; Yosida, 1957) . As is well known fro m
the above cited work, a metallic environment may also lead to a partial or complet e
compensation of a single magnetic moment . Instead of considering the stability o f
only a single magnetic moment in a metallic environment, the new development s
that are considered here necessitate the same treatment for a regular array of mag-
netic moments in three dimensions . Various new schemes to treat this type of
problem have recently been employed (Jones, 1991 ; Sheng et al ., 1994 ; Keiter et
al ., 1995; Wölfle, 1995) and, in particular, the possibility of new types of metal-
lic ground states, different from that of a Fermi liquid, has received considerabl e
attention in the last few years (Cox, 1987; Coleman et al ., 1994 ; Ludwig, 1994) .

Below we intend to discuss a few experimental observations which indicate that
due to competing interactions of similar magnitude, ground states that are more
complex than previously envisaged may be adopted . The main purpose of this
presentation and discussion is to provide experimental evidence for the new aspect s
that were mentioned above, but this short review is certainly not exhaustive . The
selected series of examples, however, may serve as a guideline for future explorations
in this field, both experimentally and hopefully also theoretically .

2 Magnetic inhomogeneities in real spac e

A well documented case for this type of feature has been established for the com-
pound CeA13. This compound has for a long time been considered as a standard
example for which well defined localized magnetic moments at low temperature s
donate their degrees of freedom to a new kind of state whose properties are charac-
teristic for a Fermi liquid with strongly renormalized parameters and is formed b y
quasiparticles with considerably enhanced effective masses . This view was based
on the results of experiments probing thermal- and transport properties at hig h
and low temperatures, i .e ., between 0.05 and 300 K (Andres et al ., 1975 ; Ott et
al ., 1984a) .
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Figure 1 . Time dependence of the zero-field µ+ polarization in CeAl3 at low tem-
peratures . The solid lines are fits to the data (see Barth et al ., 1989) .

Subsequent microscopic studies involving µSR and NMR experiments reveale d
a more complicated situation, however . At very low temperatures and in zero mag-
netic field an oscillatory component in the µSR spectra shown in Fig . 1 indicated
the presence of at least quasistatic magnetic correlations inducing a correspondin g
local field at the muon site (Barth et al ., 1987) . The temperature dependence o f
the oscillation frequency in the range of observation between 0 .05 and 0 .7 K i s
rather weak and above this temperature the oscillatory component is no longe r
discernible . The observation of a single frequency proves that all the muons expe-
riencing the corresponding local field, which doesn't vary much with temperature ,
are trapped and decay on equivalent sites . The temperature dependence of the
µ+-decay asymmetry indicates that the number of trapping sites exposed to th e
quasistatic magnetic field increases with decreasing temperature . As T approache s
0, a large part of the sample is magnetically correlated (Barth et al ., 1989) . The
growth of the correlated regions occurs without any manifestation of a coopera-
tive phase transition, compatible with all observations when probing macroscopi c
properties .

Y
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Field (KG )

Figure 2 . Low frequency NMR spectra of CeA1 3 at low temperatures . The dotted
line indicates the quadrupolar split spectrum of the oriented part of the powde r
sample .

Additional µSR experiments in non-zero magnetic fields were intended to iden-
tify with some reliability the µ+ -decay site in the crystal lattice . Accompanyin g
simulation calculations and a thorough analysis of all the available data indicate a
magnetic moment of only 0 .05 µB residing on the Ce 3+ ions within the correlated
regions below 0.7 K (Schenck, 1993) . It seems obvious that both the small value o f
the moments involved in the correlated regions and the unusual, spatially inhomo-
geneous increase of magnetically correlated volume with decreasing temperatur e
deserved more attention . Subsequent low-field NMR experiments (Gavilano et al . ,
1995a) on the same material and at temperatures between 0 .04 and 20 K to a larg e
extent confirmed the previous microscopic observations. Above 3 K, sharp an d
quadrupole-split resonance lines of 27A1 nuclei reveal a normal paramagnetic envi-
ronment . Below 3 K, however, a broad background intensity in these spectra grows
with decreasing temperature and at the lowest temperatures the NMR spectrum
consists of a broad and only faintly structured peak with a width of a few hundre d
gauss (see Fig . 2) . The growing background intensity may be interpreted as being
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Figure 3 . Temperature dependence of the NMR relaxation rates related to the two
different parts of the spectra of CeAI3 .

due to an increase of the number of nuclei which are exposed to an internal fiel d
barely changing with temperature and of the order of 500 gauss . Considering thi s
field value and the geometrical arrangement of Ce and Al atoms in the hexagonal
crystal structure of CeA1 3 , again an average moment of the order of 0 .05 pB /Ce
ion may be deduced . The broadening of the quadrupole split lines of nuclei in
a paramagnetic environment is thought to arise from the fact that the correlate d
regions are dispersed and rather small in volume, thereby allowing a large numbe r
of the nuclei in the paramagnetic parts of the sample to be close to a boundar y
between a correlated and a paramagnetic region .

Measurements of the spin-lattice relaxation time Tl revealed that the coupling
of the nuclear magnetisation to its environment is quite different for either th e
correlated or the paramagnetic regions (see Fig . 3) . Above 3 K, the relaxation
occurs via a single channel characterized by a single value for Tl which increase s
considerably with decreasing temperature . Below 3 K, two different relaxation rate s
may be distinguished . The rate related with the paramagnetic regions increase s
further with decreasing temperature and finally, below 0 .7 K, the product (T1 T)-1
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saturates at a much enhanced value of 65 K -1 . For pure Al, this value is 0 .56 K -1 .
The temperature dependence of the relaxation rate associated with the correlate d
regions is completely different and the corresponding values of (T1T) -1 decrease
considerably with temperature . At the lowest temperatures of observation th e
difference in these relaxation rates is about one order of magnitude .

All these microscopic observations indicate that the low temperature state of
CeA13 cannot simply be identified as a strongly renormalized Fermi liquid state .
There is strong evidence for the coexistence of two magnetically and electronicall y
inequivalent phases at very low temperatures . Although in retrospect some of th e
features of thermal properties (specific heat, magnetic susceptibility) below 1 K
might be considered as indicative for the behaviour described above, the transport
properties certainly reveal no such manifestation . Additional recent experiment s
on small single crystals (Lapertot et al ., 1993) and material with small amounts
of non magnetic impurities on the Ce sites (Andraka et al ., 1995) confirm that the
ground state of CeA13 is very close to being magnetically ordered .

3 Electronic inhomogeneities in momentum spac e

As we pointed out in the introduction, long range magnetic order in metals i s
very often the result of the RKKY interaction, a coupling of magnetic moment s
mediated by conduction electrons . The oscillatory nature of this interaction is a
result of the Fermi-Dirac type of occupation probability of the electronic states i n
k-space and we intend to demonstrate that different parts of the Fermi surface ma y
be involved in quite different ways in the formation of the ground state of a metal .
As an example we choose the case of UCu 5 .

Experimental studies of the low temperature properties of this compound gav e
the first evidence that a heavy-electron state may also develop in the environ -
ment of a magnetically ordered matrix (Ott et al .,1985), a feature that was not
anticipated in early discussions concerning the formation of massive states of itin-
erant electrons . Various macroscopic and microscopic measurements establishe d
the rather conventional antiferromagnetic order that develops among the U mag-
netic moments of the order of 1 µB U ion in UCu5 below 15 K (van Daal et al . ,
1975 ; Murasik et al ., 1974 ; Schenck et al ., 1990) . The phase transition is clearly
manifested by anomalies in the temperature dependence of the specific heat Cp(T)
and the electrical resistivity p(T) . The feature of this latter anomaly implies tha t
the phase transition induces a partial gapping of the Fermi surface thereby re-
ducing the amount of available itinerant charge carriers (Bernasconi et al ., 1994) .
The formation of this gap has more recently been confirmed by measurements o f
the optical reflectivity, indicating that the transition is at least partially due to
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Figure 4 . Temperature dependence p(T) of the electrical resistivity of UCu 5 between
0 .02 and 30 K . The inset emphasizes p(T) below 2 K .

a magnetic Fermi surface instability (Degiorgi et al ., 1994) . The temperature de-
pendence of p between 0.03 and 30 K is shown in Fig. 4 . It may be seen that th e
remaining free carriers experience a drastic reduction in scattering below about 1 2
K, most likely due to the combined effect of less magnetic scattering and the onse t
of coherence due to electronic correlation effects with decreasing temperature .

These correlation effects lead to a distinct increase of the Cp (T) ratio with
decreasing temperature below 4 K, reaching a value exceeding 300 mJ/mole K 2
below 2 K (Ott et al ., 1985) . The correlated electron system now by itself loses it s
stability and another cooperative phase transition at approximately 1 K is indicated
by, again, anomalies in Cp(T), shown in Fig . 5, and p(T) (see Fig . 4) . Below 1
K, p(T) reaches a maximum at 0 .4 K and subsequently decreases somewhat a s
T approaches O . The anomaly of Cp (T) is small but distinct, the correspondin g
entropy change is negligible compared to R In 2 . Below 0 .7 K, Cp decreases linearly
with temperature to zero and the ratio ry = Cp/T is 80 mJ/mole K 2 . Both thes e
observations are again compatible with a sizeable reduction of occupied electroni c
states at the Fermi energy induced by the 1 K transition . Additional transport
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Figure 5 . Specific heat of UCu 5 and UAgCu4 between 0 .1 and 2 .5 K .

experiments (Bernasconi et al ., 1994) and spectroscopic measurements (Nakamura
et al ., 1991) support the conclusion that the remaining itinerant charge carrier s
form a state with the features of a renormalized Fermi liquid . This state, however ,
coexists with an antiferromagnetically ordered state which is partly due to a spin-
wave-type instability and yet another ordered state developing below 1 K whos e
order parameter has not been established yet .

This coexistence is indicated because the 1 K transition in zero magnetic field
has very little influence on the ordered state that has been established to for m
below 15 K. At the 1 K transition the magnetic susceptibility shows only a minut e
increase with decreasing temperature (Chernikov et al ., 1995) . The microscopic
probing of the magnetism of UCu5 invoking pSR and neutron scattering experi-
ments (Schenck et al ., 1990) revealed that within experimental resolution no chang e
of the ordered structure nor in the magnitude or orientation of the ordered mo-
ments can be inferred . The only noticeable manifestation of this transition in tt,S R
or neutron scattering data is an increase in the relaxation rate inferred from µ+-
decay spectra . An example for one of the decay channels is shown in Fig . 6 . A
possible implication of this result could be the formation of some order among tin y

o 0 .5 1 .0 1,5



MfM 45

	

Magnetism in Heavy-Electron Metals

	

267

å 1. 5

C
~ 1 . 0
o
o

0.5 ?6\
o °oo~	 A	

3.0

	 I	 I	 1	 I	 I	 I	 1	 I	

0.4

	

0.6

	

0.8

	

1,0

	

I.2

	

1 .4

	

1 .6

	

I .8

	

2 . 0

T (K )

Figure 6 . Temperature dependence of the µSR relaxation rate in one of the decay
channels of UCu 5 below 2 K .

moments, not detectable by neutron scattering, again due to a Fermi surface insta-
bility involving states with enhanced effective masses . The estimated magnitude
of such moments from µSR data is definitely less than 0 .01 µB . Other conjecture s
such as the formation of a small internal distortion of the crystal lattice or the
transition from a multi-q to a single-q state of magnetic order (Nakamura et al . ,
1994 ; Lopez de la Torre et al ., 1995) seem incompatible with the combined data o f
both macroscopic and microscopic experiments . The 1 K transition is extremely
sensitive to impurities and imperfections in general (Ott et al ., 1989), a feature that
is often observed for heavy-electron systems, particularly also in connection with
superconducting transitions in such materials and the formation of a correlate d
state, as in this case (Ott et al ., 1987) . For some deliberately introduced impuri-
ties, especially those which occupy Cu sites, also the 15 K transition is considerabl y
affected, in not the same excessive way, however (Ott et al ., 1989) .

The main question of how this subdivision of the electronic subsystem has to b e
addressed theoretically is not easily answered . Estimates based on band structure
calculations reproduce both the Néel temperature of 15 K and the magnitude o f
the ordered moment of the antiferromagnetic order quite well (Norman et al .,1988) .
Any description of the features at very low temperatures, however, are clearl y
beyond the capacity of such approaches . Considering the crystal structure of UCu 5

Is .
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it may be noted that cation and anion sites are well separated and this may lea d
to an intrinsic anisotropy of possible interactions which are all, judging from th e
experimental observations, rather small and not very different in magnitude . Most
importantly, the fact that a heavy-electron state may also form even within a lattice
of antiferromagnetically aligned f -electron moments seems of some significance in
view of theoretical models describing corresponding correlated systems .

More recently it has been speculated that the low-temperature properties o f
alloys of the form UCu5 _ æPdx with x 1 indicate a non Fermi liquid type be-
haviour, both from macroscopic and microscopic investigations (Andraka et al . ,
1993 ; Maple et al ., 1995 ; Bernal et al ., 1996) . Recent optical measurements (De-
giorgi et al ., 1996) confirm that at low temperatures T and for low frequencies w ,
the charge transport relaxation rate varies almost linearly with T and w, and not
with T 2 and w2, the expected functional dependencies claimed for a Fermi liquid .

4 Magnetic ordering in the presence of heavy
electrons

The possibility of magnetic order in the presence of heavy electrons may be demon-
strated very well by discussing the low temperature properties of the compoun d
U 2 Zn17 . In Fig. 7 we show results of the electronic part of the low-temperature
specific heat of U2Zn17 which was obtained by subtracting from the total specific
heat the lattice contribution as evaluated from corresponding measurements on th e
isostructural compound Th2 Zn 17 (Ott et al ., 1984b) . The very large Cpl/T ratio of
550 mJ/mole K2 indicates the anomalously enhanced electronic specific heat above
TN . As evidenced by the discontinuous change of Cp /T around 9 .7 K the phase
transition is very sharp . The electronic part of the specific heat below 5 K can
very well be approximated by CPl = ryT + ,(3T 3 where the prefactor of the linear
term is about 1/3 of the Cß; 1 /T ratio above TN . Since recent optical experiment s
(Degiorgi et al ., 1994) have shown that this reduction cannot be traced back to
the formation of a partial gap at the Fermi surface, a reduction of the effectiv e
mass of the charge carriers induced by the onset of magnetic order seems to be th e
cause for this observation . The second term is typical for a contribution due t o
magnetic excitations in the ordered state . The solid line in Fig . 7 indicates that a
BCS type curve, taking into account the remaining electronic specific heat belo w
TN , does not describe the experimental results . In view of the absence of a gap
formation in the electronic spectrum this may not be too surprising . In connection
with this phase transition we also note that the entropy loss due to the transition i s
anomalously small, i .e . much less than 2R In 2 = 11 .52 J/mole K, the entropy that
would be released by lifting the degeneracy of a doubly degenerate ground state of
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Figure 7 . CPl /T versus T for U 2 Zn l7 between 1 .5 and 16 K. The solid line is a
BCS-type curve taking into account a non-zero electronic contribution below T N .

the U ions .
The temperature dependence of the magnetic susceptibility x(T) suggests tha t

the transition is to an antiferromagnetically ordered state . Although the high tem-
perature part of x(T) cannot really be described by a simple Curie-Weiss typ e
law, the general features, nevertheless, indicate a rather strong antiferromagneti c
coupling via a seemingly negative paramagnetic Curie temperature . At low tem-
peratures, x(T) reveals a maximum at approximately 17 K and a discontinuou s
slope change at the temperature where the specific heat varies discontinuously .
Very similar features have also been observed for the temperature dependence o f
the electrical resistivity p(T) .

Measurements employing microscopic techniques confirm the antiferromagneti c
character of the ordered state . Neutron diffraction experiments (Cox et al ., 1986 )
and µSR measurements (Barth et al ., 1986) have been made to probe the phas e
transition and the ordered state of U2Zn17 . The neutron results suggest a rather
simple magnetically ordered structure below TN . Because the chemical unit cell
contains two U atoms, it is identical with the magnetic unit cell . For the saturate d
ordered moment in zero magnetic field a value of 0 .8 µB /U has been deduce d
and its orientation is claimed to lie in the basal plane of the rhombohedral crystal
lattice . The magnitude of the staggered moment is distinctly smaller than expecte d
for either free U3+ or U4+ ions. Somewhat different conclusions were drawn fro m
the experimental µSR data. They seem to reveal a magnetically inhomogeneous
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state (Schenck et al ., 1991) and do not confirm the relatively simple picture tha t
is imposed by the neutron results, although both types of experiments have bee n
made using exactly the same single-crystalline sample .

Rather unusual features emerged from a study employing inelastic neutron scat -
tering (Broholm et al ., 1987a) . First, no evidence for propagating spin waves coul d
be identified, although a scattering intensity due to magnetic excitations is clearl y
observed . The observation of only a single ridge of intensity parallel to the w axi s
and the failure to identify two branches commonly associated with propagatin g
spin waves is not a resolution problem . This follows from considering the T 3 term
in the specific heat and the available instrumental resolution . We also note that th e
broad magnetic excitation spectra persist to energies considerably exceeding kTN .
For the analysis of constant q and constant w scans, a rather simple model for th e
generalized susceptibility has been used successfully . The susceptibility xq(w) was
approximated by assuming an effective single-ion susceptibility xo(w) and a nearest
neighbour RKKY coupling J' . Fitting the neutron data on the basis of this model
suggests that the phase transition is driven by the temperature dependence of J '
rather than by a strong increase of xo , as is usually the case . Concomitant wit h
the transition a sizeable increase of the fluctuation rate is observed, compatibl e
with the decrease of the specific heat ry parameter.

Finally we should like to point out that the antiferromagnetic ordering o f
U2 Zn17 is extremely sensitive to impurities replacing Zn on the anion sites (Ott
et al ., 1989), much more than what is encountered for conventional antiferromag-
nets . This may be seen from specific heat data that are shown in Fig . 8 and which
were obtained by substituting about 2% of the Zn atoms by Cu. Susceptibility
measurements down to 0 .02 K indicate that this variation of chemical compositio n
is sufficient to suppress magnetic order above this rather low temperature(Willi s
et al., 1986) . The large electronic specific heat above TN , however, is not much
affected by the presence of these impurities . Because of the absence of magneti c
order, the CP l /T ratio stays large down to very low temperatures, with a distinc t
trend to further enhancement close to T = O. This observation, together wit h
many others, also stated in the previous section, confirms the general conclusio n
that properties of heavy electron materials are very often sensitive to even tiny
changes in their chemical composition .

5 Magnetic order involving small moments

One of the outstanding new phenomena in heavy-electron physics is the occurrenc e
of drastically reduced magnetic moments and the cooperative ordering of such tiny
moments at low temperatures . Particularly intriguing is the fact that these small
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Figure 8 . Comparison of CPt /T versus T 2 between pure and Cu-doped U 2 Zn 17
between 1 .5 and 16 K .

moments usually derive from ionic moments of expected normal magnitude . The
presence of these normal size moments is manifested in the magnitude and tem-
perature dependence of the magnetic susceptibility at elevated temperatures . Even
when considering crystal electric field effects, the low-temperature magnetic mo-
ments of rare-earth and actinide ions of interest here, are expected to be of th e
order of 1 µB per ion . It has been found, however, that moments of much smalle r
magnitude exist as mentioned, for example, in Sect . 2 for CeA13 . Even more sur-
prisingly it has been established that long range magnetic order involving very
small moments is possible, first discovered by neutron scattering experiments fo r
URu 2 Si 2 (Broholm et al ., 1987b) and by µSR measurements for UPt 3 (Heffner e t
al ., 1987) . In both cases this magnetic order appears to coexist with a supercon-
ducting state that sets in at a critical temperature TT of about one tenth of the
antiferromagnetic transition temperature TN . As an example we show the anoma-
lies in the temperature dependence of the specific heat manifesting the transition s
of URu2Si2 in Fig. 9 . Neutron diffraction results reveal antiferromagnetic order in
this compound below 17 K, among moments with values of a few hundredth of a
Bohr magneton (Broholm et al ., 1987b) . The development of the elastic magneti c
scattering intensity with decreasing temperature is shown in Fig . 10 . The moments
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Figure 9 . Low-temperature specific heat of URu2Si 2 as C/T versus T 2 (uppe part )
and versus T (lower part) (see Palstra, 1986) .

are aligned parallel to the tetragonal c axis of the crystal lattice . While for UPt 3
the onset of magnetic order among moments of a few hundredth of a Bohr mag-
neton (Aeppli et al ., 1988) finds no manifestation in the temperature dependenc e
of thermal or transport properties, as might be expected, the situation is quit e
different for URu 2 Si 2 . The transition at 17 K is very well discernible by a large
CC anomaly at TN, as shown in Fig. 9 . The entropy loss in this phase transition
is obviously not compatible with the measured size of the staggered moments an d
in spite of many efforts it is still a puzzle how this discrepancy can be explained .
From Fig . 9 it may also be seen that via this phase transition, again the Cr/T ratio
measured above TN is sizeably reduced at temperatures well below TN . The result -
ing electronic subsystem with this reduced effective mass of the quasiparticles ha s
been found to undergo a transition to a superconducting state at approximately 1
K (Schlabitz et al ., 1986; Palstra et al ., 1985) . This superconducting state coexist s
with the magnetic order, the same situation is met for UPt 3 .

Theoretically the issue of how these very small moments may develop and b e
stable seems quite challenging . Some suggestions have been made (Coleman et al . ,

L.)
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Figure 10 . Integral elastic scattering at (100) as a function of temperature for
URu2Si 2 (see Broholm et al ., 1987b) .

1991; Cooper et al ., 1992 ; Barzykin et al ., 1993 ; Santini et al ., 1994; Miranda ,
1996) but it is not certain that the correct answer has been found yet . At any rate ,
the increasing number of examples where these very small moments are claimed t o
have been observed should be motivation enough to pursue this problem further .

In this section we have mentioned the coexistence of antiferromagnetic order
involving strongly reduced moments and an electronic subsystem whose excitation s
are described by quasiparticles with fairly enhanced effective masses . Below we dis -
cuss the case of CePd2 In, an example where weak interactions of similar magnitud e
but with opposite influence lead to distinct features in physical properties at low
temperatures for which a fairly complete set of data exists.

CePd2In crystallizes with the hexagonal GdPt2Sn structure with two formul a
units per unit cell (Xue et al ., 1993) . A phase transition at 1 .23 K is indicated
by anomalies of the specific heat, the magnetic susceptibility and the electrical
resistivity (Bianchi et al ., 1995) The temperature dependence of the magnetic sus-
ceptibility suggests that the transition is to an antiferromagnetically ordered state .
At temperatures well below TN , both Cp (T) and p(T) reveal the presence of quasi-
particles with an enhanced effective mass . In the electronic contribution -yT to
Cp (T) of CePd2 In above TN the ry parameter is of the order of 30 mJ/moleK 2 ,
about five times larger than that of LaPd2 In . In spite of the intermediary transi-

0 10 30



274

	

H. R. Ott MfM 45

o

o
o

	

•

o

® e o
	 10°	 10

Temperature (K )

Figure 11 . Temperature dependence of the NQR spin-lattice relaxation times o f
CePd 2 In (full circles) and LaPd 2 In (dotted circles), plotted as (TIT) -1 versus T
on logarithmic scales . Open circles denote NMR data for CePd 2 In in a field of 4 T .
The dotted lines indicate Korringa type behaviour .

tion to a magnetically ordered state, the y parameter of CePd 2 In well below TN is
about 140 mJ/mole K2 . This suggests that the electronic correlations in the itiner-
ant charge-carrier system increase substantially with decreasing temperature an d
persist down to T = 0 K although magnetic order sets in at TN in this temperature
range . Thus we meet an obviously quite different situation than that we discusse d
above for U2 Zn17 .

More recent NQR and NMR experiments (Gavilano et al ., 1995b; Vonlanthen e t
al ., 1996) confirm the antiferromagnetic order and suggest that the ordered momen t
is only of the order of 0 .1 R B /Ce . Above TN the NQR spin-lattice relaxation rat e
Ti1 is extremely high and obviously due to strong magnetic fluctuations but i s
reduced by about 95% through the transition (see Fig . 11) .

Compared to T1-1 of LaPd 2In below 1 K, the value for the Ce compound i s
still enhanced by a factor of 10 and the Korringa-type temperature dependenc e
suggests that this is due to the above mentioned electronic correlation effects .
It is interesting to note that this enhancement can almost be neutralized by the
application of an external magnetic field of the order of 4 T (see Fig. 11) . It appears
that a magnetic field of this magnitude quenches both the antiferromagnetic orde r
and the interaction that leads to the suppression of the magnetic moments, implyin g

o

10°
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that these different interactions are indeed of about the same order of magnitud e
and rather weak . Therefore a clear separation of their individual influences is no t
possible, an obvious nightmare for any theoretical treatment of this situation .

6 Magnetism and superconductivity in
heavy-electron materials

The large enhancement of the effective masses of quasiparticles in heavy-electron
materials is intimately related with the presence of electronic states with f-sy-
mmetry. Depending on not well understood circumstances, electrons occupying
these states can either contribute to the formation of magnetic moments or may
be involved in the formation of Cooper pairs and hence superconductivity. It is
therefore not surprising that magnetism and superconductivity of these material s
are intimately related, at least phenomenologically .
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Figure 12 . [x, T] phase diagram for superconducting U1_yThyBe13 .
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Two examples, UPt 3 and URu 2 Si 2 , where magnetic order, although among
tiny moments only, and superconductivity appear to coexist have been mentione d
in Sect . 5 . Coexistence of magnetic order and superconductivity has been claime d
to occur also in CeCu2 Si 2 in a narrow range of chemical composition, but recent
µSR experiments (Feyerherm et al ., 1995) seem to indicate that the two orderin g
phenomena rather exclude each other, i .e ., some sort of phase separation occurs . I f
we consider non-unitary states of superconductivity, in which time reversal symme-
try is broken, as a manifestation of an exotic form of magnetism, we may mention
that some experimental observations and their analysis indicate that such states ar e
realized in superconducting U 1 _xThxB13 and, again, UPt 3 (Sauls, 1994) . In Fig .
12, we show the T,(x) phase diagram of superconducting U l _ xThxB13i mapped
out by measurements of the specific heat (Ott et al ., 1986) . Various experiment s
indicate that the three identified phases F, U and L exhibit indeed different physica l
properties implying three distinct superconducting phases (Lambert et al ., 1986 ;
Heffner et al ., 1990 ; Zieve et al ., 1994) .

Based on the assumption of unconventional superconductivity with an odd par -
ity order parameter that allows for point nodes of the gap function, a Ginzburg-
Landau type analysis reproduces the boundaries of this phase diagram quite wel l
(Sigrist et al ., 1989), and predicts a non-unitary superconducting state in the re-
gion of the L phase . Experimental support that such a state is indeed physicall y
realized in phase L has been provided by µSR experiments (Heffner et al ., 1990) .

7 Summary

We have selected and presented a few cases that should demonstrate the outstand-
ing magnetic properties of heavy-electron materials . Most of the features that ar e
observed experimentally are not really well understood . The question concerning
the stability of magnetic moments in these metallic substances is quite tricky an d
a comprehensive theoretical description of the features of these materials meet s
with considerable difficulties because the potential magnetic moments cannot b e
treated as single impurities since they reside, periodically arranged, on regula r
crystal lattice sites . In addition, the important interactions which determine the
low-temperature behaviour of these substances are usually small and all of abou t
the same order of magnitude . Therefore, common perturbation type approxima-
tions seem of little value from the outset .
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Magnetism of Cuprate Oxides

G . Shirane

Brookhaven National Laboratory, Upton, NY 11973, US A

Abstract

A review is given of the current neutron scattering experiments on cuprate oxides . We firs t
discuss the extensive neutron measurements on high T T oxides ; La2_rSrCuO4 and relate d
La l ,s_xNdo .4 SrxCuO 4 . The second topic is the spin-Peierls system Cul_xZnxGeO 3i where a
new type of antiferromagnetic phase has been discovered .

1 Introduction

It has been ten years since the discovery of high Tc superconductors by Bednor z
and Müller (1986) . Very extensive neutron scattering studies have been carried ou t
both on La2 _ xSrxCuO4 (214-type) and YBa 2 Cu 3 O 6+d (123-type) . In this review ,
we limit our discussions only to the 214 type oxides and report some of the recent
advances by the neutron scattering techniques .

The high Te discovery prompted an extensive search for other copper oxide s
for new compounds of superconductivity . This resulted in opening a new field o f
magnetism not directly related to superconductivity . One of the most interestin g
copper oxides in this category is the spin-Peierls oxide CuGeO 3 , discovered by Hase
et al. (1993) . This oxide goes into the singlet dimer state below TS I, = 14 K and i s
the first example of a simple oxide exhibiting a spin-Peierls transition . Again, the
doping of Cu or Ge reveals very interesting phenomena, just like the doping of the
high TT oxides .

2 High T, oxides : La2 _ XSrxCuO4 typ e

The antiferromagnetic spin fluctuations in these copper oxides have been studie d
extensively and a review was given by Shirane et al . (1994) . The double peaks in q
scan across the 2D ridge was first reported by Birgeneau et al . (1989) and the exact
locations of satellite peaks were later mapped out by Cheong et al . (1991) . Despit e
extensive neutron scattering studies of Lai .a5Sro .15CuO4 i the existence of energ y

19
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La1 85Sro.ISCuO4 (u = 3 meV)

[ 11,0,0 ]

150

100

50

0

Figure 1 . Neutron inelastic scattering spectra at 3 meV for Sendai crystal 1 a t
T = 40 K (> TT ) (a) and T = 4 K (b) taken by scan A . At the top is a schematic
drawing of reciprocal space near the (r, 7r) position ; typical scan directions are
denoted by A, A', B, and B' . The closed circles denote the peak positions of the
incommensurate magnetic fluctuations . In the [HHL] zone, scans A and B can
be performed with tilts of the crystal around the c* axis equal to 6° and 10° ,
respectively. After Yamada et al . (1995) .
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50

- La S=K r =Cu04

- - - Lal„Ba =CuO4

Figure 2 . Phase diagram of La2 _ ,Sr,,CuO 4 (solid line) . AF denotes antiferromag-
netic order and SC indicates superconductivity. Dashed line indicates the supercon-
ducting regime in La2CuO4 .

gap in magnetic excitation spectrum has only been demonstrated very recently
(Yamada et al ., 1995) .

The progress of the neutron scattering study of high TT oxides has always bee n
dictated by the successful crystal growth of better (and larger) crystals . The latest
step along this line for La1 .85Sro .15CuO4 was accomplished by Hosoya et al . (1994) .
These crystals are called Sendai, where they were grown, and they show the highes t
onset of Tr, at 37 .3 K . Improved quality of the crystals is also reflected in the
sharp phase transition between orthorhombic and tetragonal phases . Very recently ,
Yamada et al . (1996) extended the study for a wide range of x in La 2 _xSrxCuO 4 .
These very interesting experimental results are discussed extensively by Y . Endoh
in this conference . Thus, we limit ourselves only to the special topics related t o
the incommensurate peaks around (7r, 7r) position .

The neutron data shown in Fig . 1 were taken with a large (L5 cm 3 ) and nearl y
perfect single crystal . In contrast to the results reported on lower Tc-crystals, th e
intensity below 3 .5 meV dramatically decreases as the temperature decreases below
TT , and vanishes into the background below 15 K . The clear cut gap is observe d
only at the optimal doping x = 0.15 with 8 = 0 .12 . The important relation betwee n
Ô(x) and TT is discussed by Endoh .

40

19*
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Figure 3 . Elastic scans with 2 .4 A neutrons of superlattice peaks consistent with th e
proposed spin and charge stripes, in La1 . 48Nd0 . 4Sr 0 12 Cu0 4 at 11 K . (a) Diagram o f
the (h k 0) zone of reciprocal space . Open circles indicate locations of Bragg peaks
for the LTT structure ; solid circles denote spin- and charge-ordering superlattic e
peaks . Arrows indicate the regions scanned . (b) Scan along, (1, + q, 0) throug h
the (1, + 6,0) peaks . The small peak width indicates that the in-plane correlatio n
length is greater than 150. (c) Scan along (0, 2 + q, 0) through the (0, 2 - 2e, 0) peak .
The lines in (b) and (c) are the result of least-squares fits to gaussian peak shape s
plus a flat background . After Tranquada et al . (1995) .

3 The 1/8 problem

One of the long-standing puzzles in high TT research is depicted in Fig . 2. An
amazing dip of TT vs. composition in La 2 _xBaxCuO4 was discovered by Mooden-
baugh et al . (1988) . Axe et al. (1989) then demonstrated that this dip is related
to the phase transition from the low temperature orthorhombic (LTO) to low tem-
perature tetragonal (LTT) structure . It is not possible to grow large enough singl e
crystals of La 2 _zBaxCuO 4 to study this feature, but crystals are available fo r
La 2 _x_yNdySr,O4i which exhibits a similar dip in Te as a function of x . This is
called the 1/8 problem because the dip in Tc (see Fig . 2) corresponds to the x valu e
of 1/8 .

Very recently Tranquada et al . (1995) have carried out an elegant and corn-
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( a)

OoO
- - - 'e a •---->

Œ
eO
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(c) CuOz n h = 0.12 5

k

0.5

0 .5 h

(b) NiOZ: nh = 0.25

Figure 4 . (a) Sketch of the (h k 0) zone of the reciprocal lattice showing the position s
of the magnetic scattering peaks observed for hole-doped La 2 CuO 4 (filled circles )
and La2 NiO4 (open circles) . (b) Idealized diagram of the spin and charge strip e
pattern within an NiO2 plane observed in hole-doped La2Cu04 with nh = 1/4 .
(c) Proposed stripe pattern in a CuO2 plane of hole-doped La 2 CuO4 with nh =
1/8 . In both (b) and (c), only the metal atoms are represented ; the oxygen atoms ,
which surround the metal sites in a square planar array, have been left out . After
Tranquada et al . (1995) .

prehensive neutron scattering experiments on La 1 .48 Nd0 .4 Sr 0 .12 CuO 4 . Their key
results are shown in Fig . 3, which also depicts the scattering geometry .Incommen-
surate dynamical spin correlations have been known in La 2 _xSr x CuO 4 (see Fig . 1 )
for sometime. What is new in Fig . 3 is that these magnetic peaks at S are elasti c
Bragg peaks . Moreover, the 28 peak is observed around (2 0 0) (tetragonal nota-
tion), and this represents the charge modulation . The LTT structure plays the ke y
role for this special type of stripe phase (see Fig . 4) .

This development of the charge density wave (CDW) is the cause of depressio n
of Tc . The phase transition from LTO to LTT phase occurs at 70 K . The transitio n
to the CDW phase takes place around 60 K, which is 10 K higher than the magnetic
transition near 50 K. In this system, the phase transition is driven by charge and i t
is quite different from the case of Cr when the charge part is the secondary effect o f
the spin ordering. Further study of these fascinating phase transitions continues .
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Cul_xZnXG.eO3

Figure 5 . The previously reported phase diagram for Cul_Zn,GeO 3 as deduced
from magnetic susceptibility measurements of powders . The inset shows the suscep-
tibility measurement of an r = 0 .04 single crystal in the a, b and c crystallographi c
directions as labeled . After Hase et al . (1993, 1995) .

4 Doped spin-Peierls system Cu(Zn)Ge43

The spin-Peierls (SP) transition in CuGeO 3 at Tsp = 14 K was discovered by Hase
et al. (.1993) . Previous examples of spin-Peierls systems were all organic compound s
and this simple inorganic oxide, gives us the first chance for full understanding of th e
detailed mechanism of the phase transition into a singlet state mainly because large
single crystals pan be produced . Comprehensive measurements have already bee n
carried out on important physical properties of CuGeO 3 ; energy gap and magneti c
excitations by Nishi et al . (1994) dimerized atomic configuration by Hirota et al .
(1994) . The structure below 14 K is the simple combined displacements of copper s
and oxygen to form alternate dimers in the crystal .

Immediately after the discovery of CuGeO 3 , the effect of substitution of Zn for
Cu was reported by Hase et al . (1993) . Then followed several papers on Cu(Zn) and
Ge(Si) doping. I shall discuss in some detail our current neutron scattering studie s
at Brookhaven on Zn doped CuGeO 3 . This topic may be somewhat out of place for
a conference on Magnetism in "Metals", but the coexistence of antiferromagnetic
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Figure 6 . Temperature dependencies of elastic contributions at scattering vectors (a )
Q = (,2

	

2
3, ) and Q = (0, 1, 1) and (b) Q = (0, 1 .025, 1 ), showing the occurrence

of an antiferromagnetic phase transition at TN = 4 K. After Regnault et al . (1995) .

(AF) order with spin-Peierls dimerization is a new and exciting physics, which may
have future implications on other branches of magnetism and phase transitions .
From measurements on powder samples, it is now well established that a new A F
ordered phase appears as shown in the phase diagram of Fig . 5 . The SP transitio n
is near 14 .2 K for the undoped oxide, decreases in temperature with increased Zn
concentration, and seemed to disappear around 2% Zn . At 4% Zn, the magnetic
susceptibility no longer shows a SP transition, but only a Néel temperature TN 4
K .

A very surprising result was then reported by Regnault et al . (1995) in thei r
neutron scattering study of 0 .7% Si-doped CuGeO 3 . As shown in Fig . 6 Regnaul t
et al . demonstrated the successive SP (9 K) and AF (4 K) transitions with two
separate branches of magnetic excitations below TN . Note that the dimer peak
(å 31 ) decreases below TN but does not disappear . The co-existence of the S P
and AF state was first demonstrated in this work . The coexistence of two order
parameters, in this fashion, is extremely rare in structural and magnetic phase
transitions .

The phase diagram of doped Cu(Zn)GeO3i was re-examined by Sasago et al .
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CI)
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Figure 7. Intensities of the SP and AF superlattice peaks as functions of temperatur e
for a 3 .2% Zn-doped crystal . The intensity of the SP lattice dimerization peak is
seen to decrease below TN, however the states are clearly coexisting . The inset
shows Tsp and TN measured on samples of 0, 0 .9, 2 .1, 3 .2, and 4 .7% Zn-doped
crystals . After Sasago et al . (1996) .

(1996) and, as shown in Fig. 7, the co-existence of AF and SP phases is also
demonstrated in this system . As shown in the inset of Fig . 5, the Tsp at 10 K in
the 4% Zn sample does not reveal itself in the magnetic susceptibility measurement .
However, this is clearly seen in neutron scattering by the appearance of the dime r
line (2 6 2) in Fig . 7.

The SP transition persists up to nearly 5% Zn concentration . Fukuyama et
al . (1996) proposed a theoretical model for antiferromagnetic order in disordere d
spin-Peierls systems. They suggest that, surprisingly, long range lattice distortion s
will actually enhance the degree of the long range coherence of the antiferromag-
netism. This model is quite different from the conventional "percolation" type ide a
in which islands of activated AF copper moments around Zn dopants eventually
form "connected" AF order . Fukuyama et al . proposes explicit shape of both orde r
parameters (Cu moment and dimer shift) as a function of dopant concentration.
A particularly intriguing question is the lowest limit of concentration x for the
appearance of the AF phase . This problem is now being pursued by Martin et al .
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Figure 8 . The current phase diagram of Cu(Zn)GeO 3 constructed by Martin et al .
(1996) for neutron and susceptibility measurements .

(1996). They recently observed a long range AF peak below 0 .6 K for Zn concen-
tration of 0 .4%. It is rather unbelievable that such a small concentration of Zn
substitution does create true long range magnetic order . The phase diagram of the
Cul _ x ZnrGeO 3 system is constructed by Martin et al . (1996) and shown in Fig .
8 . The data combined both neutron and susceptibility measurements . How abou t
the magnetic excitations? Regnault et al . (1995) reported the existence of separat e
low energy extensions in small q regions from AF peak (0 1 z ) . Extensive neutron
scattering measurements are now being carried out by Martin et al . (1996) and they
have extended AF mode measurements to much wider range in q space . Further
neutron scattering studies are needed to complete the picture of this fascinating
system .
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M. S. S . Brooks
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Postfach 2340, D-76125 Karlsruhe, Germany

Abstract

The conduction electrons in magnetic metals are sometimes themselves responsible for the mag-
netism, as in the 3d transition metals, and sometimes are magnetic intermediaries, as in the rar e
earths . In both cases the calculated magnitude of the exchange interactions is now in good agree -
ment with experiment . The effect of magnetism upon the crystal structure of the 3d transition
metals is reviewed. In the rare earths the manner in which the conduction electrons mediate th e
interactions between the 4f states is examined by using constrained calculations . The actinide s
present a more complex problem since there are large orbital contributions to the magnetic mo-
ments which are not, as in the rare earths, determined by Russel-Saunders coupling and the
Wigner-Eckart theorem .

1 Introduction

Most atoms loose their magnetic moments in the metallic state ; the exceptions
are some transition metals, the rare earths, and the actinides . The 3d, 4d and 5d
transition metals, when not magnetically ordered, have relatively large paramag-
netic susceptibilities . The magnetism is primarily due to the d-states close to the
Fermi energy which are also involved in the determination of cohesion and structur e
(Friedel, 1969 ; Pettifor, 1970, 1972) . Nearly all of the rare earths are magnetic, th e
magnetism arising from the orbitally degenerate localized open 4f-shell (Duthi e
and Pettifor, 1977 ; Skriver, 1983a) . The rare earth metals are early 5d-transitio n
metals since the 5d shell is less than half-filled and the 4f shell chemically inert the
bonding and structure being due to the conduction electrons (Jensen and Mackin-
tosh, 1991) . The actinides are more complex . The light actinides are 5f-transition
metals while the heavy actinides have an essentially chemically inert 5f -shell an d
are therefore early 6d-transition metals (Skriver, 1985 ; Wills and Eriksson, 1992 ;
Söderlind et al ., 1995) .

The 4f shell in metallic rare earths is similar to the 4f shell of the isolated atom ,
modified only weakly by interaction with the environment in the solid (Duthie an d
Pettifor, 1977 ; Skriver, 1983a) . But the exchange interactions between the 4f and
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conduction, principally 5d, electrons are responsible for the induced conductio n
electron spin density through which the 4f -shells interact . Free rare earth and 3 d
transition metal ions are normally described by Russell-Saunders coupling schem e
in which Coulomb correlation is the largest part of the ionic valence electron Hamil -
tonian. Spin-orbit interaction is projected onto eigenstates characterized by tota l
spin and total orbital angular momentum which it couples to give a total angula r
momentum of J = L + S . The saturated ground state 4f moment, As f , is then the
product of J with the Landé factor, gj and the orbital degeneracy of the ground
state is partially or fully removed by the crystalline electric field in the solid . One
of the most interesting characteristics of rare earths is the interaction between th e
induced itinerant electron magnetism of the conduction electrons and the localize d
and anisotropic 4f magnetism of the rare earth ions in the elemental metals . Sim-
ilarly, in rare earth transition metal intermetallics, the nature of the interactio n
between the transition metal 3d magnetism and the localized 4f magnetism of th e
rare earth ions is of primary interest . This has naturally led to investigations of the
site-resolved moments which have been studied in neutron diffraction experiment s
(Boucherle et al ., 1982; Givord et al ., 1980, 1985) and by theory (Yamada and
Shimizu, 1986 ; Brooks et al., 1989, 1991b) and the coupling between the transition
metal and rare earth magnetic moments (Brooks et al ., 1991c ; Liebs et al ., 1993 )
which transfers magnetic anisotropy to the transition metal .

The magnetic moments of the 3d transition metals, in contrast, are due to split-
ting of the up and down spin states at the Fermi energy which must be calculate d
self-consistently since both magnetic and kinetic energies are involved (Christense n
et al ., 1988) . In contrast to the rare earth magnetism the orbital magnetism in th e
3d transition metals is very weak since itinerant states responsible for the mag-
netism are orbitally non-degenerate, almost totally quenching the orbital moment s
(Singh et al ., 1976; Ebert et al ., 1988 ; Eriksson et al ., 1990b) .

The light actinide metals are Pauli paramagnets (Skriver et al ., 1978, 1980) .
The heavy actinides (Cm and beyond) are probably localized magnets, similar to
the rare earth metals although sound experimental data is sparse . Many actinide
compounds, however, order magnetically and there are critical An-An spacings i n
actinide compounds above which ground state ordered moments are stable (Hill ,
1970) . The systematic absence of magnetism in compounds with small An-An
separation suggests that magnetic ordering is due to the competition between ki-
netic and magnetic energies and actinide transition metal intermetallics provid e
several examples of the magnetic transition as a function of either the actinide o r
the transition metal . But the magnetic actinide compounds have - in contrast t o
normal transition metals - very large orbital moments (Brooks and Kelly, 1983 ;
Brooks, 1985 ; Eriksson et al ., 1990a,c) since the 5f spin-orbit interaction in the ac-
tinides is far larger than that of the 3d spin-orbit interaction in the much lighter 3d



MfM 45

	

Conduction EIectrons in Magnetic Metals

	

29 3

transition metals . Figure 1 shows the relative size of the spin-orbit interaction an d
bandwidths for the transition metals, rare earths and actinides . The bandwidths of
the actinides are less than those of the 3d transition metals, whereas the spin-orbi t
interaction is far larger and it mixes an orbital moment into the ground state . This
involves mixing states from across the energy bands, and when the bandwidth i s
large the mixing is small and vice versa . The narrow 5f bands and the large spin-
orbit interaction in actinides produces the ideal situation for itinerant electrons t o
support the strong orbital magnetism which is one of the remarkable features o f
actinide magnetism.

5f 4
f

S .0

4d 3
d

20

1 5
~v
'§ 1 0
a
tà

5

Atomic Numbe r

Figure 1 . Widths of the d and f bands compared with spin-orbit splitting for the
transition metals, rare earths and actinides .

2 Exchange interactions

Density functional theory (Hohenberg and Kohn, 1964 ; Kohn and Sham, 1965 ; von
Barth and Hedin, 1972) transforms the many-electron problem into an effectiv e
one particle problem. Most electronic structure calculations for real materials us e
a very simple approximation to density functional theory, the local spin density
approximation (LSDA), where the exchange and correlation energy is approximate d
by the sum of local contributions which are identical to those of a homogeneou s
electron gas at that local density. In LSDA the spin up and spin down state s
have different potentials which self-consistently arise from the different spin u p
and spin down densities if the system is magnetic, just as in unrestricted Hartree
Fock theory. An approximation to the self-consistent theory is to restrict the spi n
up and down potentials to the same shape, from which Stoner theory follows with
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the band splitting at the Fermi energy the product of the magnetic moment and a n
exchange integral . The exchange integral is simplest if just one angular momentu m
component contributes, which is a reasonable approximation for transition metal s
where d-states dominate (Gunnarsson, 1976, 1977) . The calculated d-d exchange
integrals for transition metals are shown in Fig . 2 (Christensen et al., 1988) . The

1, 0

0,9

0, 6

0, 5

0,4 K Ca Sc Ti V Cr Mn Fe Co Ni C u
RbSrY ZrNb Mo TcRu RhPd Ag
Cs Ba Lu Hf Ta W Re 0s Ir Pt Au

j O,S
a)

0,7

Figure 2 . Exchange integrals for the transition metals .

exchange integrals have a minimum inside the series because they are proportiona l
to the integral of the the two thirds power of the reciprocal of the density whic h
leads to a decrease and to the fourth power of the d-wave function which increase s
due to wave function contraction across the series .

In the Hartree-Fock approximation that part of the exchange energy which
depends upon the total spin may be approximated by (Severin et al ., 1993 )

EHF = - 1sp

	

4
az'

Va'µtl~t' (1 )

in terms of the partial spin moments, µ l . The exchange integrals Viv are linear
combinations of products of radial Slater exchange integrals and Clebsch-Gordan



MfM 45

	

Conduction Electrons in Magnetic Metals

	

29 5

coefficients . The isotropic exchange interactions U l u therefore depend only upon
the orbital quantum number of the shell and radial integrals . The calculated HF
f-d and f-p exchange integrals of free rare earth and actinide atoms are shown i n
Fig. 3 . In LSDA the spin polarization energy may also be expressed in terms o f

30

	

350

o

Figure 3 . Exchange integrals for free rare earth and actinide atoms from HFA an d
LSDA .

radial exchange integrals (Severin et al., 1993 )

LSDA

	

1

	

EsP = 4

	

Jal µlid

The f-p and f -d LSDA exchange integrals for the f states of rare earth and actinide
atoms are also shown in Fig. 3 . The reason that the f-d exchange integrals decreas e
across each series is the contraction (Lanthanide and Actinide) of the f-shell, which
decreases the overlap with the d-states . The overlap between 4f and 5d densitie s
occurs over a relatively small region of space corresponding to the outer part o f
4f density and the inner part of the 5d density (Fig . 4) . As the 4f shell contract s
the region of overlap decreases . HFA and LSDA yield quite different magnitudes
for the f-d exchange integrals which determine the induced conduction electro n
polarization . Experience has shown that the LSDA integrals lead to splittings o f
energy bands and calculated magnetic moments that are in better agreement wit h
measurements than if the HF approximation is used .

In the standard model (Duthie and Pettifor, 1977 ; Skriver, 1983a) for rare earths

(2 )
It ,
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Figure 4 . Overlap of the 4f and 5d charge densities in Gd metal for bonding and
anti-bonding 5d-states .

the exchange interaction Hamiltonian between conduction electrons and local 4f
moments is

Hs-f -2J4f-cS4f Sc

	

J4fc(9J - 1)J4f Pc

where J4f_c is an average taken over the ground state J multiplet, J4f is the total
4f angular momentum and s e is the conduction electron spin and µc its moment . In
rare earth metals and compounds the 5d and 6p states make larger contributions t o
the exchange interactions than do the 6s states. The exchange integrals are always
positive . The spin up and spin down conduction bands are split by the exchang e
interactions

Enk = € nk + (J4f)(gJ - 1 ) J4f-c(nk , nk)

leading to an approximate conduction electron moment

(I4 ) = I-1 BN( EF)(9J - 1)(J4f) J4f-c

	

(5 )

where N(€) is the state density per f.u. in the paramagnetic phase .
In density functional theory the exchange integrals between 4f states and con-

duction electrons of partial l character are

(3 )

(4 )

J4f_i(nk, nk) =
3 J

r2 Ø4f(r )Oå (r,Enk)A[n(r)]/n(r)dr,

	

( 6 )
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where A(r) is a well known (Hohenberg and Kohn, 1964 ; Kohn and Sham, 1965 ;
von Barth and Hedin, 1972) function of the density . In the solid state where the
conduction electron bands are continuous functions of energy and the exchang e
integrals are energy dependent . The magnitude of J4f_s d depends upon the smal l
overlap region of the 4f and 5d densities (Fig . 4) which varies enormously as the
bonding 5d density is moved outwards away from the 4f density .

The total energy of a system which is allowed to polarize may be separated int o
a part depending upon the electron density, E[n], and a part depending upon bot h
the density and spin density, AE[n, u] . Changes in spin density induce change s
in the total electron density and in the components of E[n] such as the kineti c
energy but E[n] is at a variational minimum in the paramagnetic state therefor e
the individual components cancel to o(5n2 ) and make a negligible contributio n
to the magnetic energy. The remaining energy, AE[n, eu], may be split into two
contributions one of which is the exchange interaction energy and the other is th e
change in the kinetic energy arising from polarization of the conduction bands .
The latter contribution is just µ 2c /2xo and is always positive . In transition metal s
the balance between these two contributions to the magnetic energy is responsibl e
for the Stoner criterion . In the rare earths xo is small and the conduction band s
are polarized by the 4f states as they would not by themselves polarize . The
conduction electron band splitting in the field of the 4f states is then given i n
LSDA by replacing J4 f_, in the standard model by J4f, . The effective energy
splitting at the Fermi energy is (Brooks and Johansson, 1993 )

DE(EF) =
[NI (EF)
N(EF)Jll' (EF)Al' + 'I4f -l (EF )Ÿ4f

J

(7 )

where the sum over 1,1' excludes l = 3 and q labels the atom . The integrals ,
Jw(EF ), for the hcp Gd are calculated to be J5d5d = 39 mRy, Jsd6p = 40 mRy
and J5d6s = 42 mRy and are more or less constant across the series . The integrals
J4 f _ d (EF ) varies from 8 .6 mRy for Pr to 6 .5 mRy for Gd . Since rare earth contrac-
tion, which changes 4f-5d overlap, is fairly smooth the integrals may reasonabl y
be interpolated by J4f_5d 8 .6 - 0 .42(x - 2) mRy where x is the number of 4f
electrons .

Self-consistent calculations for Gd using the linear muffin tin orbital (LMTO )
method (Andersen, 1975 ; Skriver, 1983b) in which the 4f spin is varied between
0 and 7 confirm that the 5d moment is approximately a linear function of the 4 f
spin. The 5d conduction electron moments may be estimated from the correspond -
ing exchange splitting of the 5d bands at the Fermi energy, at various levels of
approximation . If it is assumed that the partial 5d state state density dominate s
the 5d moment at a site is given by

zo



298

	

M. S. S . Brooks MfM 45

N
ll5d - i4f5dlt4f
	 5d(EF)/2 	 	

(8 )[1 - `I5d5dN5d(EF)/ i

where J5d5d is calculated to be 531 meV for Gd and µ4 f = 7 is the 4 ,f spin. This
approximation yields results to within a few percent of the actual 5d moments ob-
tained in the self-consistent spin polarized LMTO calculations (Fig . 5) . The partia l

0,6

o .o
o

Figure 5 . The calculated conduction electron moment in Gd metal as a functio n
of 4f spin moment . Also shown are the 5d contribution and the 5d contributio n
calculated using the model with exchange interactions .

5d state density at the Fermi energy is calculated to be about 16 states/Ry/atom
in the paramagnetic state and is more or less constant across the heavy rare eart h
series . The 5d moment for Gd is calculated to be p, 5d = 0.53 pB from Eq . (8) and
to be 1.t5d = 0.48 p, B self-consistently. Self-consistent spin polarized LMTO calcula-
tions yield a total conduction electron moment for Gd of 0 .65 AB which compare s
well with the measured value of 0 .63 A B (Roeland et al ., 1975) and suggests tha t
LSDA gives reasonable values for the conduction band

Wulff et al . (1988) deduced an effective exchange interaction of about 9 mRy
from dHvA data for Pr . The calculated exchange interactions are J4f _s d = 8.6 mRy
and J5d5d = 38 mRy. The partial 5d state density is 50 states/cell/Ry compared
with a total of 66 states/cell/Ry . The effective 4f-5d interaction i s

J4f- 5 d(EF) - J4f-5d(E.F)
N5(F

))
( 9 )
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which is only 6 .6 mRy. This interaction is then enhanced by the effective 5d-
5d interaction which, from Eq . (8), is 29 mRy. The enhanced 5d-5d exchange
interaction then becomes 8 mRy, if the 6s and 6p contributions are neglected .

3 Transition metal magnetism and crysta l
structure

The crystal structures of the transition metals follow the same structural sequenc e
hcp -+ bcc -÷ hcp --~ fcc through the series as a function of atomic number . The
origin of the crystal structure sequence is the influence of crystal structure upon the
total energy . Although it is difficult to analyse the total energy the force theorem
(Pettifor, 1976; Mackintosh and Andersen, 1979) enables total energy difference s
to be analysed in terms of single electron contributions to the total energy. In
particular, structural energy differences are related directly to differences in ban d
contributions to the total energy and therefore to the differences in state densitie s
for the different structures (Pettifor, 1986) . The partial d-state densities of th e
transition metals have a characteristic shape, which follows from canonical band
theory and depends only upon structure, independent of series or atomic numbe r
(Andersen, 1975 ; Skriver, 1983b) . The shape of a state density, or eigenspectrum ,
may be characterized - as for any distribution function - by its energy moment s
(Cyrot-Lackmann, 1967)

= Tr H' = E H1112H1213 . . .H1„11 .

	

(10 )

11 12, . . . .l n

The mth moment is therefore obtained from all paths of length m which begin
and end at a particular atom . Moments up to the second influence the grosser cohe-
sive properties such as cohesive energy and lattice constant . The second moment ,
for example, is directly related to the width of a rectangular (or constant) density
of states which enters Friedel's model of metallic cohesion . The structure in the
density of states which is characteristic of a particular lattice enters through the
higher moments which differ significantly between bcc, fcc and hcp structures . I f
two state densities have identical moments up to the nth moment then the energy
difference as a function of band filling must have (n - 1) nodes within the band s
(Ducastelle and Cyrot-Lackmann, 1971) . The bcc state density splits into distinc t
bonding and anti-bonding regions with a minimum for 6 states (Fig . 6) . The fcc
and hcp state densities have less pronounced bonding and anti-bonding regions an d
are broadly similar but differ in that the hcp state density has local minima for 4
and 8 states . The bimodal character of the bcc state density is due to its relatively
small fourth moment and it implies that the band energy contribution of the bc c

20*
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Figure 6 . State densities for fcc and bcc transition metals, calculated from a self -
consistent potential for Ni, and the difference in the sum energy eigenvalues as a
function of band filling .

structure relative to that of the bcc and hcp structures is negative in the middl e
of the transition metal series (Pettifor, 1995) . The much smaller energy difference
between the fcc and hcp structures is due to the difference in their sixth moments .
After the beginning of the series and for between 6 and 8 states the energy of the
hcp structure lies lower whereas the energy of the fcc structure is lower than hc p
(but higher than bee) in the middle of the series and is again the lowest for between
about 8 and 9 states and right at the beginning of the series (Pettifor, 1995) .

The elements V, Nb, Ta, Cr, Mo and W (n = 5 - 6) therefore have the bcc
structure. The elements Ti, Zr, Hf , Mn, Tc, Re, Fe, Ru ,Os (n = 4 and 8) should
have the hcp structure and the bcc structure of Fe and the cr -Mn structures are
anomalous . The elements Co, Rh and Ir (n = 9) should have the fcc structure
and the hcp structure of Co is also anomalous . The crystal structures of severa l
magnetic transition metals are therefore anomalous compared with their isovalen t
counterparts . Fe, Co and Ni are magnetic because, with 3d-bandwidths of abou t
5 eV and Stoner exchange integrals of about 1 eV they obey the Stoner criterio n
for ferromagnetism (albeit in the case of Fe this is due to an anomalously large
peak at the Fermi energy for the bcc structure) . The elements Cr and Mn obey
the criterion for anti-ferromagnetism which is less stringent towards the centre of a
series . Fe, Co and Ni are known from self-consistent calculations to have about 7 .4 ,

bcc
10

-2,5

	

0,0
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8 .4 and 9.4 3d-electrons, respectively. They are essentially saturated ferromagnet s
with moments of 2 .2, 1 .4 and 0 .6, respectively, corresponding to a filled spin up
band with the moments equal to the number of holes in the spin down band .
The fact that the spin up band is filled removes its contribution to bonding and
the bonding contribution to both the cohesive energy and crystal structure . The
cohesive energies of these three metals are therefore anomalously small and the
crystal structures are altered since the ratio of the number of spin down electron s
to the total number of spin down states differs from the ratio of the total number
of electrons to the total number of states . In Fe and Co the effective fractional
d-band occupancy becomes 2.4/5 and 3 .4/5 which puts them in the bcc and hcp
regions, respectively. Under pressure Fe undergoes a transition to a non-magnetic
hcp phase as the increasing bandwidth reduces the magnetic moment and with i t
the magnetic energy which stabilizes the bcc phase . Although more complicated ,
the a-Mn phase is also stabilized by magnetism (Pettifor, 1995) . Accurate, self-
consistent, calculations yield a paramagnetic fcc ground state with a lower energy
than a bcc magnetic ground state for Fe although the energy difference is very
small (Wang et al ., 1985) . Detailed studies of the elastic shear constant, which
is related to the structural energy difference between bcc and fcc phases, for Fe
have also shown that the absence of a spin up contribution is responsible for th e
anomalously low bulk modulus and shear elastic constant of Fe (Söderlind et al . ,
1994) .

4 Conduction electrons in rare earth metals

Four approaches have been made to the calculation of conduction electron ban d
structure in the rare earths . In the first, the 4f states have been treated as part
of the band structure (Harmon, 1979 ; Norman and Koelling, 1993 ; Temmerman
and Sterne, 1990) . This treatment is most suitable for Gd where the seven fille d
spin-up 4f-states lie self-consistently below, and the empty spin down f -states
above, the Fermi energy. The splitting between these two sets of 4f-states is easil y
estimated to be 7 times the 4f-4f exchange integral (J4141 ti 0 .69 eV) or 4 .8 eV .
The spin down 4f -bands are quite close to the Fermi level, raise the state density
at the Fermi energy through hybridization with the 5d states, and they increase the
calculated state density at the Fermi energy to 27 states/Ry compared with a value
deduced from measurements (Wells et al ., 1974) and assuming no enhancement, o f
21 .35 states/Ry. The 4f character at the Fermi energy in Gd is 5 states/Ry (Singh ,
1991) which corresponds to the difference between theory and measurement . The
situation is far worse for the other metals since the 4f-bands always cut the Ferm i
level .
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The second approach has been to treat the 4f states as part of the core . Since
the 4f shell is open the occupation number must be input to the calculations an d
the electronic structure is calculated self-consistently subject to this constraint .
This approach has been used very successfully for the computation of cohesiv e
properties (Skriver, 1985 ; Wills and Eriksson, 1992 ; Söderlind et al ., 1995) . The
calculated partial 5d occupation numbers were found to increase across the series
with increasing atomic number leading to the structural sequence hcp -4 dhcp -~
Sm-structure -* fcc as is to be expected for a 5d transition metal series . The 4f spin
occupation numbers are determined by applying the standard Russell-Saunder s
coupling scheme to the 4f shell and the magnetic moment is given by p,4f = gJ J •
The ground state spin component of the total 4f moment, µ4f , is obtained from
the projection of the spin along the direction of total angular momentum

µ4f = 2 (g j - 1)J.

	

(11 )

The 4f spin up and spin down occupation numbers are then determined b y

n4f -n4f + n4f

µ4f = n4f n4f

	

(12 )

where n4f are the up and down spin occupation numbers and nf is the tota l

number of 4f electrons . The occupation numbers n4f , n4f are part of the input
to the calculations and are not determined ab initio as are the partial occupatio n
numbers of the conduction electron states .

The third approach, which is more recent, is to incorporate the self-interactio n
correction (Heaton et al ., 1983) (SIC) in the energy band calculations . The resul t
is that localized states are localized further, and the energies of occupied and un -
occupied states are split . Svane and Gunnarsson (1990) have applied SIC to the
transition metal oxides, obtaining a drastic improvement in band gaps and calcu-
lated moments compared with the results of LSDA. The most favourable aspect
of SIC in its application to rare earths is the existence of separate occupied an d
unoccupied states. Szotek et al . (1993) have applied SIC to praseodymium metal
where the occupied 4f states are pulled well below the conduction bands and the
unoccupied 4f bands lie about 1 eV above the Fermi energy .

The fourth approach (Thalmeier and Falikov, 1979 ; Anisimov et al ., 1993 ;
Liechtenstein et al ., 1994) has become known as `LDA+U' since it is an attemp t
to add some aspects of the Hubbard model to self-consistent energy band calcula-
tions . An additional interaction of the Hubbard form, which is dependent upon the
occupation of the individual orbitals is added . The effect is to make the energies o f
the individual orbitals dependent upon their occupation, introducing an additional
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symmetry breaking . This approximation can therefore lead to a large energy sepa-
ration between occupied and unoccupied states . The electron-electron interaction
parameter U which enters the theory may be estimated from constrained densit y
functional calculations .

Most of the LSDA calculations have been for Gd metal . For calculations with
the 4f-states polarized in the bands (Harmon, 1979 ; Norman and Koelling, 1993 ;
Temmerman and Sterne, 1990 ; Sticht and Kübler, 1985 ; Krutzen and Springelkamp ,
1989 ; Richter and Eschrig, 1989) there is agreement that the state density a t
the Fermi energy is 25-37 states/Ry/atom/spin, to which there is a 4f contri-
bution of about 5-6 states/Ry/atom/spin . From calculations with a paramag-
netic ground state and the 4f states in the core (Harmon, 1979; Norman and
Koelling, 1993 ; Temmerman and Sterne, 1990 ; Lindgård, 1976 ; Brooks et al ., 1992 )
the state density at the Fermi energy per atom was found to be between 22 and 2 8
states/Ry/atom/spin. From calculations with the 4f states polarized in the cor e
(Brooks et al ., 1992) or an exchange splitting applied (Skriver and Mertig, 1990 )
the state density at the Fermi energy was calculated to be 12 states/Ry/atom/spin .
The latter calculations yield results that are on the correct side of experiment . The
calculated magnetic moments are in good agreement with measurements (Roeland
et al., 1975) of 7 .63 uB lying between 7 .65 A B and 7.68 µB (Sticht and Kiibler ,
1985 ; Krutzen and Springelkamp, 1989 ; Temmerman and Sterne, 1990 ; Richter and
Eschrig, 1989 ; Brooks et al ., 1992) .

Fermi surface calculations for Gd (Harmon, 1979 ; Norman and Koelling, 1993 ;
Temmerman and Sterne, 1990 ; Singh, 1991 ; Ahuja et al ., 1994) are in reasonable
agreement with measurements (Young et al ., 1973; Schirber et al ., 1976 ; Young
et al., 1976 ; Mattocks and Young, 1977 ; Sondhelm and Young, 1985) except that
some measured smaller orbits provide some difficulty. Detailed dHvA experiments
(Wulff et al ., 1988) on dhcp praseodymium have led to calculations (Wulff et al . ,
1988; Auluck and Brooks, 1991) of its Fermi surface for which there is reasonabl e
agreement with the frequencies of the measured orbits .

5 Rare earth transition metal intermetallics

5 .1 The ReFe2 series

Most studies have been for lutetium or yttrium compounds (Coehoorn, 1991 ; Cyrot
and Lavagna, 1979 ; Yamada, 1988 ; Szpunar and Jr, 1990 ; Jaswal, 1990 ; Sellmye r
et al ., 1988) which simulate the conduction electron band structure of many rar e
earth compounds well . Fig . 7 shows the calculated total conduction electron spi n
moment through the RFe 2 series and its decomposition into 3d and 5d contribution s
(Brooks et al ., 1991a) . The individual 5d and 3d moments depend much more
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Figure 7 . Calculated and measured moments of the ReFe2 series plus the conductio n
electron contributions analysed into 3d and 5d contributions .

strongly upon atomic number than does the total moment . Also shown are th e
results of calculations for GdFe 2 when the magnitude of the 4f spin moment is
constrained to vary from seven to zero . The calculated number of 5d electrons i s
found tobe independent of the size of the 4f spin. Both the 5d and 3d moment s
increase when the 4f spin moment is increased but, as they are of opposite sign ,
the changes cancel and the total conduction electron moment remains constant ,
suggesting that the total conduction electron moment is saturated . The good
agreement between the calculated total (including 4f) moments and measurement s
is also shown in Fig . 7 .

A simple model illustrates the origin of the ferrimagnetic interaction . In the
free atom the energy of the 3d states lies far lower than that of the 5d states .
When the solid is formed the 5d and 3d states hybridize, yielding the bonding-
antibonding level scheme illustrated in Fig . 8 . The bonding level is primarily of
3d character while the antibonding level has mainly 5d character . The degree of
mixing between the 3d and 5d states depends on the overlap matrix element and on
the energy separation between the 3d and 5d levels . When the 3d electrons polariz e
the energy difference between the bonding and antibonding sub-bands differs fo r
the two spin directions, changing the 3d-5d hybridization for the majority and
minority spins . The 5d content in the spin-up 3d bonding band decreases and tha t
of spin-down 3d bonding band increases . Therefore the 3d and 5d spins must be in
anti-parallel .

When there is a localized 4f spin it must be parallel to the 5d spin and 4f-5d
exchange enhances the total 5d moment by moving the 5d spin up band further
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Figure 8 . Model partial 3d and 5d state densities for RT 2 compounds showing th e
effect of the introduction of a 4f moment which polarizes the 5d states . The electron
contributions analysed into 3d and 5d contributions .

away from the spin-up 3d bonding band, reducing 3d-5d spin-up hybridization .
The opposite occurs for the spin-down bands the net result of which is that spin
is transferred to the 3d sites and the 3d moment increases . However, if the total
conduction electron moment is saturated, only its distribution between the R and F e
atoms changes . Therefore the presence of the 4f spin redistributes the conductio n
electron spin between the rare-earth and iron sites, while the total moment remain s
constant . This cancellation explains the successful interpretation of experimenta l
magnetic moment data in terms of a constant conduction electron spin and an
atomic 4f moment through a series of compounds .

5 .2 Rare earth-transition metal exchange interaction s

The 3d-5d hybridization not only produces significant 5d density at the R-sites bu t
is also responsible for the crucial coupling between the R and M moments . The
essential point to realize is that the R-4 f and R-5d spins are coupled by loca l
exchange interactions (which are always ferromagnetic) and that the interactio n
between R-4 f and M-3d spins is mediated entirely by the R-5d M-3d hybridizatio n
(Brooks et al ., 1991c) .

The energy of the conduction electrons is at a variational minimum for a self -
consistent calculation in which the 4f moment is constrained. The total energy
change due to changes in conduction electron moment is therefore o(S i) since
individual contributions from exchange, kinetic and potential energies must cance l
to o(6, ) . This cancellation due to the variational principle allows the molecula r
field from the transition metal at the rare earth site to be calculated particularl y
simply. A change of 4f spin induces changes in conduction electron moment as th e
conduction electrons move to shield the disturbance, but the resulting total energ y
change is dominated by the explicit change of 4f-5d spin polarization energy due to
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the change of4f spin which is the only contribution of o(5p, e ) . The spin polarizatio n
energy between 4f and 5d states is

s
E4f5d = - J4f5d%L 4fP 5 d

Neutron scattering experiments on the RFe 2 series have resolved the low lying spin
wave modes and the generic form of the spectra is shown in Fig . 9 . The lowest
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Figure 9 . Schematic spin wave spectrum for a RFe2 compound and the calculate d
and measured inter-atomic exchange interaction .

mode (labelled 1) at zero wave vector is the uniform mode and the highest (labelle d
3) the exchange resonance mode of a ferrimagnet . The mode of interest here is the
dispersionless mode (labelled 2) which corresponds to the precession of the R-4f
moments in the molecular field due to the M-moments . The molecular field i s
therefore about 10 meV . Contact between Eq. (13) and experiment is established
through this spin wave gap . Equation (13) may be re-written in terms of the total
4f angular momentum via the Wigner-Eckart theorem

E4f5d = -2 (9 .1 - 1 )J4f5dJ4f S5d (14)

and, since the selection rule for spin waves is Ai = L1, the change in total energy
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is the gap . Due to the above mentioned cancellation theorem the change of tota l
energy to o(Sm) is

A = 2 (gJ - 1 )J4f5ds5d •

	

( 1 5 )

The results are compared with experiment in Fig. 9 . The experimental result s
were from neutron scattering (Koon and Rhyne, 1980; Nicklow et al ., 1976), high
field susceptibility (Liu et al ., 1991) or Curie temperature (Belorizky et al ., 1988 )
measurements . The values of the decrease in exchange interaction is due to both a
decrease in the bare exchange integrals - caused by lanthanide contraction - an d
the decrease in 5d spin across the series, which itself is caused by the decrease i n
4f moment . Although the parameters in Eq. (13) appear to be properties of the
R atoms, in fact the R-5d density arises from hybridization with the M-3d state s
and this is the origin of the interatomic interactions .

5 .3 Other rare earth compound s

Several electronic structure calculations for Nd2Fe 14 B have been made (Coehoorn ,
1991 ; Cyrot and Lavagna, 1979; Yamada, 1988 ; Szpunar and Jr, 1990 ; Jaswal, 1990 ;
Sellmyer et al ., 1988; Nordström et al ., 1991 ; Hummler and Fähnle, 1992) and bot h
the 4f states of Nd and the 3d states of Fe have been spin polarized . The tota l
moment of the unperturbed 4f' shell of Nd is 3.27 uB /atom. This consists of a
projected orbital part of 5 .72 [IB /atom and a projected spin contribution of -2 .45
[L B /atom. The size of the conduction electron rare-earth moment increases b y
about 50 per cent due to the 4f spin moment .

The conduction bands in RC o 2 compounds (Coehoorn, 1991 ; Cyrot and Lavagna ,
1979 ; Yamada, 1988 ; Szpunar and Jr, 1990; Jaswal, 1990 ; Sellmyer et al ., 1988 ;
Wohlfarth and Rhodes, 1962 ; Shimizu, 1964; Schwarz and Mohn, 1984) are meta-
magnetic . The state density of the RCo 2 compounds is almost identical to the
state density of YCo2 . The Fermi energy lies in a dip in the state density with a
large double peak just below and a somewhat broader peak above . The criterion
for the local stability of a metamagnetic state is given in terms of the high fiel d
unenhanced susceptibility by

	 1	
21 [N+ (EF) + N-(EF) Ç 1

.

At a finite splitting of the energy bands both spin up and spin down state densi-
ties become large enough to satisfy this criterion . A similar situation occurs fo r
Y(Fel _xCo x ) 2 alloys .

The exchange enhanced paramagnetism of the Co 3d-bands in RC o 2 compounds
was studied (Coehoorn, 1991 ; Cyrot and Lavagna, 1979 ; Yamada, 1988 ; Szpunar
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and Jr, 1990 ; Jaswal, 1990 ; Sellmyer et al ., 1988; Bloch et al ., 1975) in an attempt to
explain the trend in Curie temperatures across the heavy rare earth series, the first
order magnetic transitions observed for ErCo 2 , HoCo 2 and DyCo2 , and the second
order magnetic transitions observed for TbCo 2 and GdCo 2 , in terms of a molecula r
field theory in which the 3d band susceptibility is enhanced by the field from th e
localized 4f-moment . The d-band susceptibility was calculated (Nordström et al . ,
1992a) to be about 10 States/Ry/atom in GdFe2 and fairly constant across the
series . The calculated Curie temperature of GdCo 2 is then 413 K compared with
a measured value of 395 K .

5.4 Cerium compound s

Several cerium compounds have anomalously small lattice constants, Curie tem-
peratures that are low in comparison with the other isostructural rare-earth com-
pounds and magnetic moments that deviate from the values one would expect for
normal trivalent ions at the cerium sites . Self-consistent LMTO calculations (Eriks-
son et al ., 1988) for the CeM 2 (M = Fe, Co and Ni) cubic Laves phases with the
4f states treated as itinerant reproduce the trends in lattice constant . Only CeFe 2

is calculated to satisfy the Stoner criterion, in agreement with experiment, with a
calculated total spin moment of 2 .16 pB /f .u . which is about 1 pB less than the cal-
culated total conduction electron moment for GdFe 2 of 3 .15 pB /f.u . When the 4f
electrons are itinerant a 4f electron is transferred from the core to the valence ban d
states . If the conduction band moment is saturated the extra valence electron mus t
enter the spin down states, reducing the total moment by 1 pB /f.u. The reductio n
of the moment is probably the reason for the anomalously low Curie temperature s
of many of the cerium intermetallic ferromagnets . A similar moment reduction wa s
found for (Nordström et al ., 1990) CeCo 5 . This reduction for CeCo 5 is caused by
the hybridization between the Ce-4f and the Co-3d states which induces a 4f spin
moment antiparallel to the cobalt moment and reduces the cobalt moment whic h
is less than for LaCo 5 , as is observed experimentally The Curie temperature fo r
CeCo5 is about 200 K less than would be expected from comparison with the othe r
RCo 5 compounds .

6 Orbital magnetism of conduction electrons

The orbital contribution to the magnetic moment is 0 .08 pB , 0 .14 pB and 0 .05

pB in Fe, Co and Ni, respectively (Stearns, 1986 ; Bonnenberg et al ., 1986) . The
orbital moments are parallel to the spin contributions of 2 .13 pB , 1 .52 pB and 0 .57
pB for Fe, Co and Ni, respectively (Fig . 10) . The orbital moment belongs almost
entirely to the 3d electrons . The spin contributions to the magnetic moments are
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Figure 10 . The relative signs of the local, spin and orbital, and diffuse moments o f
early and late transition metals .

resolved into local, or 3d, and diffuse, or sp, parts in Fig . 10 . The diffuse part of the
moment lies mainly in the interstitial region of the crystal and is not detected i n
neutron diffraction experiments . In Fe, Co and Ni the diffuse part of the moment
is antiparallel to the local part . The origin of the relative signs of the diffuse an d
local moments is hybridization between the 3d and sp electrons. The Fe, Co an d
Ni 3d band is more than half-filled and the Fermi energy lies close to the botto m
of the broad, free electron like, sp bands . The hybridization is therefore similar t o
that between early and a late transition metals and results in the relative sign o f
the local and diffuse moments being antiparallel (Terakura, 1977; Anderson, 1961 ;
Heine and Samson, 1980) .

Magnetism in actinide compounds is characterized by two unusual features .
The first is the presence of correlations associated with very narrow bands and the
second is the effect of relatively large spin-orbit interaction for the 5f electrons .
In contrast to the theory for the transition metals, spin-orbit interaction plays a
first-order role in the theory of magnetism and moment formation in the actinides .
The actinides are early transition metals and the 4f moments are polarized paralle l
to the .5d moments which constitute nearly all of the diffuse moment . Exchange
interactions between the local and diffuse moments are always positive and would
always lead to parallel polarization in the absence of hybridization . In Fe, Co and
Ni the spin moments are not large and the exchange interactions between local an d
diffuse moments small enough that hybridization dominates . In the actinides both
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mechanisms lead to parallel polarization of the local and diffuse moments, Fig . 10 .
In Fe, Co and Ni the orbital contributions to the moments are parallel to th e

spin contributions since the 3d bands are more than half filled, Fig . 10. Light
actinides have a less than half-filled 5f band, therefore the induced orbital momen t
is antiparallel to the 5f spin moment, Fig . 10 . Therefore there are two sign change s
- for both diffuse and orbital moments - occurring between the right and left hand
sides of Fig . 10 .

Relativistic energy band calculations yield orbital contributions which are large r
than the spin contributions to the moments in compounds containing actinide s
(Brooks and Kelly, 1983 ; Brooks, 1985 ; Eriksson et al., 1990a,c ; Severin et al . ,
1991 ; Norman and Koelling, 1986; Norman et al ., 1988) . The induced orbita l
moment is sensitive to the ratio of bandwidth to spin-orbit interaction which is fa r
smaller in the actinides than transition metals . The spin-orbit splitting of the 5f
states in uranium is about 0 .77 eV, which is comparable with the Stoner splitting .
However, although the calculated orbital moments are very large in actinides, the y
are smaller than measured . This is also true in Fe, Co and Ni, although the large r
discrepancies for the actinides are more obvious .

In the homogeneous electron gas for which the interactions in LSDA are derived ,
there is no spin-orbit interaction as there is no localized nuclear charge . The orbital
exchange interactions, Coulomb in nature, which occur in atoms do not occur i n
the free electron gas . Orbital exchange interactions lead to interactions betwee n
the atomic orbital moments which are responsible for Hund's second rule . Hund' s
first rule, the exchange interaction between spins, is reproduced in LSDA where i t
leads to spin polarization . The interaction between the orbital moments is absent
in LSDA. One way to approximate orbital interactions which has had some succes s
has been suggested (Brooks, 1985 ; Eriksson et al ., 1990a) . A Hund's second rule
energy which peaks for quarter filled shells and is zero for half-filled shells is added
to the Hamiltonian . Its functional dependence upon occupation number may b e
approximated quite well, but not perfectly, by -(1/2)E3Lz where E 3 is a Racah
parameter (a linear combination of Slater Coulomb integrals) . Although the orbital
polarization energy in this approximation is not a functional of the density it i s
a function, through L z - the total orbital angular momentum of the shell, of th e
orbital occupation numbers. The differential of the orbital polarization energ y
with respect to occupation number leads to different energies for the orbital level s
m} when there is an orbital moment . E3 , the Racah parameter, may be re -

evaluated during the iterative cycles of a self-consistent calculation along with th e
orbital occupation numbers, so that no free parameters are introduced . Therefore
orbital interactions arise by consideration of a series of Hund's rule ground state s
with single determinant wave functions . The orbital interactions are exchang e
interactions just as are the spin interactions and they arise from preferential filling
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of orbitals . This approximation has been applied to a number of systems where i t
improves agreement between theory and experiment . Applications to non-actinide s
such as Fe, Co and Ni and some cobalt compounds have also improved agreement
with experiment for the orbital moments .

The magnetic anisotropy energy is usually calculated by making two sets o f
calculations with the quantization axis along hard and easy axes and subtracting
the total energies for the two directions . For Fe, Co and Ni the calculation o f
magnetic anisotropy has been only partially successful (Daalderop et al ., 1990 ;
Jansen, 1990) . Part of the difficulty is because the magnetic anisotropy energy fo r
these systems is of the order of µeV, which demands extremely accurate numerical
treatment . The magnitude of the MAE is calculated to be too small and in Ni the
sign is wrong . Inclusion of the orbital polarization correction term improves th e
results, except for Ni . For rare earth compounds (Daalderop et al ., 1992 ; Nordström
et al ., 1992b) and, for actinide compounds (Brooks et al ., 1986) the situation is
better . For example, the anisotropy of US was about double that measured . The
anisotropy energy of US is about two orders of magnitude greater than that of a
rare earth metal .
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Dilute Magnetic Alloy s

B . R. Coles
Physics Department, Imperial College, London, SW7 2BZ, UK .

Abstract
A survey is given of the major strands in the development of the study of the magnetic behaviou r
and related properties in dilute alloys of elements capable of possessing magnetic moments in
appropriate hosts . While the main emphasis is on the growth of the experimental information an d
the theoretical concepts needed for adequate explanations, indications will be given of significan t
recent developments . Specific topics include the Kondo effect, superconductivity in dilute alloys ,
spin glasses and the onset of long-range magnetic order .

1 Introduction

This is a topic (one with which I was first concerned 44 years ago) that has ha d
an impact in a number of areas of metal physics and one to which Allan Mack-
intosh and his coworkers made significant contributions . It has been argued that
theoretical work in this area provided important insights for more general area s
of metallic magnetism, and a review of the topic (Morandi et al ., 1981) has eve n
used its history as a model system for the examination of aspects of the sociology
of science .

The present paper will trace the main lines of development in this field an d
indicate some recent developments where new concepts have emerged or old ones
revived .

2 The early root s

I have in other places (Coles, 1984, 1985) given some historical musings on th e
origins of later intensive studies of the results of interactions between magnetic
moments in dilute alloys (the spin glass problem), but this followed a period wher e
these interactions were seen as complications in efforts to understand the singl e
impurity problem (Rizzuto, 1974) . The earliest manifestation of interesting effect s
in the electronic properties of dilute alloys were found in the electrical resistivit y

u•



316

	

B. R. Coles MfM 45

at low temperatures, but it was not immediately clear that these were associate d
only with impurities of magnetic character, since it seemed that that the resistiv-
ity minimum found in gold containing some impurities (see van den Berg, 1964 ,
1965) could be produced by additions of elements like tin to copper that did no t
have such a minimum. However, that effect was explained when it was realize d
(Gold et al ., 1960) that in alloying the tin could reduce particles of iron oxid e
to introduce Fe into solid solution . Theoreticians (Korringa and Gerritsen, 1953 )
had early suggested a role for magnetic impurities and resonant scattering, but
it was a little while before it became clear that the resistivity minimum in dilut e
alloys of 3d elements in Cu or Au was a single impurity effect while the resistivity
maximum below it found at only slightly larger concentrations was the result o f
long-range interactions between moment-bearing impurities through the conduc-
tion electrons . During the period that then elapsed (1954 to 1964), before the
basic theory of the minimum was enunciated by Kondo (1964) and baptized int o
the church of physics with his name, important developments had taken place in
our understanding of the basic question "under what circumstances does a 3d atom
possess or fail to possess a magnetic moment in solid solution in another metal ? "
In most such work the criterion for the existence of a moment was the manifesta-
tion of a Curie-Weiss susceptibility and it was not at first recognized that in some
systems that criterion could give different answers at high and low temperatures .
The first significant breakthrough was by Friedel (1956), who came to the proble m
via his concern with the scattering produced by transition metal solutes in various
hosts, especially Cu and Al, introducing the concept of the virtual bound state pro-
duced by 3d-conduction electron mixing . He recognized the possibility that this ,
like the 3d band of a pure transition metal, could be magnetic or non-magneti c
depending on whether a criterion like the Stoner criterion was satisfied . This at
once explained why some alloys (e .g . AuFe) could behave like a dilute magneti c
salt (e .g . (Zn,Mn)SO 4) while others like AlFe had temperature-independent sus-
ceptibilities, although the 3d shell was clearly not full . At the end of the 3d series
it seemed possible that the collective band model successful for NiCu (Wohlfarth ,
1949) might be applied to CuNi with Ni filling its 3d shell as Pd does in Ag, but
it became clear (Coles, 1952) that at the Cu-rich end also empty Ni(3d) state s
existed without Curie-Weiss susceptibilities, and the approach of Friedel solved
this problem. A little later the intuition of Matthias (Matthias et al ., 1960), that
the different effects of Fe on the superconductivity of host metals were associate d
with whether or not it carried a moment, directly stimulated the important wor k
of Anderson (1961) who put the 3d-conduction electron hybridization on a fir m
theoretical basis with the Hamiltonian that bears his name . I was pleased, with
Matthias's encouragement, to be able to show (Coles, 1963) that Fe produced a re-
sistance minimum in Mo but not in Nb . That, incidentally, led to the serendipitous
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discovery of the strange resistivity behaviour of RhFe which became a useful low
temperature thermometer . During the same period a very important study was
made by Owen et al . (1957) of the "good" moment system CuMn, a system late r
shown (Hirshkoff et al ., 1971) to maintain, in the dilute limit, a good Curie-Weis s
behaviour down to 10 mK, in contrast to CuFe where it is lost below about 10 K .
The CuMn study was important for two reasons . First the good spin-resonance
behaviour showed that Mn carried into the alloy the intra-atomic correlations tha t
made it possible to speak of it as essentially 3d5 , S = g = 2 and the importance
of on-site Hund's rule correlations was later emphasized in the work of Hirst (1970) .
(The importance of these "ionic" aspects was even greater in later work on the rar e
earth solutes, where additional structure in the resonant levels is due to crystallin e
electric field effects, normally assumed to be strong enough in 3d materials t o
quench orbital contributions to the moments) . Second, the observation of suscep-
tibility maxima in quite dilute alloys was reminiscent of antiferromagnetism an d
showed clearly that interactions between these moments were important . At about
the same time a number of people were demonstrating large extra contributions t o
the specific heat in such alloys at low temperatures (see Coles, 1984), effects whic h
led to the concept of a distribution of effective fields seen by the solute moments .
Blandin in his thesis (1961) (see Blandin and Friedel, 1959) seems to have bee n
the first to recognize that the origin of this distribution had its roots in the ver y
on-site mixing of the 3d and conduction electron states that had created the virtual
bound states, but an intriguing suggestion was that of Overhauser (1959) that th e
local moments stabilized a spin-density wave in the conduction electrons of Cu, a
situation later found to hold for dilute solutions of heavy rare earths in yttriu m
(Sarkissian and Coles, 1976) .

3 The Kondo effect

At this point it seems appropriate to look at the developments in our understanding
of the single magnetic impurity before returning to the treatment of the interac-
tions between them . Kondo 's (1964, 1969) breakthrough work on the origin of th e
resistivity minimum opened the floodgates to theoretical work on the nature of the
ground state of a system consisting of a local moment coupled by exchange interac-
tion to the conduction electrons . (This Jsd term is often called the Kondo exchange
Hamiltonian but it had been used earlier by workers in USSR, USA and Japan) .
The irony was that to produce the resistivity minimum J had to be negative and i t
was fortunate that earlier he (Kondo, 1962), de Gennes (1962) and Anderson and
Clogston (1961) had shown that the local state-conduction electron mixing led t o
an effective (not classical) exchange that was negative .
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Not only was there, in the description of the ground state, a fascinating an d
difficult problem but it was one on which the condensed matter theorists coul d
exercise their recently developed many-body muscles . As it became clear that th e
ground state became non-magnetic by the compensation of hybrid up-spins wit h
hybrid down-spins (not a simple antiferromagnetic coupling of a local spin with a
conduction electron spin) the range above TK and the range 0 < T « TK could
be treated with reasonable approximations, but no treatment was available to take
the system through TK until the breakthrough provided by Wilson's (1975) use o f
renormalization group methods . (It may be noted that although the binding energ y
k B TK was similar in form - D exp(1/N(0)J) - to that for the BCS superconducto r
there could be no phase transition in this essentially zero-dimensional system . )
More recently analytical treatments founded on a Bethe ansatz have underpinned
this approach (Andrei, 1980 ; Wiegman, 1980 ; Wiegman and Tsvelik, 1983), and it
is possible in principle to calculate TK for different systems . Few such calculation s
have been made and I suspect that it would be very difficult to justify the ver y
low TK in CuMn without carefully taking into account the hybridization tha t
has already taken place in the l = 2 channel in pure Cu . Similarly the "good "
moment Fe shows in Mo (where n(EF ) is larger than that of Al, although small fo r
a transition metal, and with dominately d character) seems difficult to reconcil e
on any simple approach with the absence of such a moment for Fe in Al . The full
story of the developments of the theory of the Kondo effect and our present stat e
of understanding of it have been presented in a recent book by Hewson (1994) .

Later in the dilute alloy story interesting effects of Kondo-related characte r
were found for some alloys containing Ce and Yb, elements known to have unstable
valencies, and these were of particular interest when the host was superconducting ,
see Sect . 4 . These effects also proved to be important in the heavy fermion industry
since compounds of these elements were the early players, and a sort of taxonomy
has developed where Kondo lattices are distinguished from homogeneous mixe d
valence compounds rather as one distinguishes "good" moment solutes with Kond o
effect from non-magnetic virtual bound states with local spin fluctuations in th e
dilute alloy story.

Little work has been done on dilute alloys containing U, although these shoul d
be of interest, partly because of the large number of heavy fermion compounds of
U and partly because the radial extent of the 5f wave functions for U and Pu can
be expected to be intermediate between that of the 3d states of Fe and that o f
the 4f states of Ce . Correspondingly the behaviour of U varies greatly with the
character of the host in its dilute alloys . Thus in Au it shows a "good" moment an d
a resistivity minimum (Hillebrecht et al ., 1989), in Th strong local spin fluctuation
character (Maple et al ., 1970) where the superconducting behaviour is of interest ,
but in Nb and Mo non-magnetic virtual bound state character (Coles et al ., to be
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published) . Interestingly there is no indication of the marked contrast for thes e
two hosts that they show for Fe as solute ; certainly U has little effect on th e
superconductivity of Nb, but meaningful measurements on the superconductivit y
of MoU await the availability of high purity iron-free Mo .

4 Superconductivity in dilute magnetic alloy s

This also is a topic that has been reviewed in a number of places (see especiall y
Maple, 1973) and reference has been made above to the role of Matthias's intu-
ition in stimulating both experimental and theoretical work on the dilute allo y
problem. Quite early in this era, when the topic was escaping from the pejorative
"dirty superconductors" label, Anderson (1959) made clear the reason for the shar p
difference between the effects of simple and moment-bearing solutes on supercon-
ducting transition temperatures : although in the former k and -k are no longe r
strictly good quantum numbers because of scattering there is no objection to pair -
ing a scattered state with its time reversed conjugate ; but when spin dependent
scattering occurs time reversal symmetry is broken and pair-breaking takes place .
The consequences for systems like LaGd were calculated by Abrikosov and Gor'kov
(1961), and for rare earth systems free from intermediate valence tendencies th e
situation is fairly well understood, although consideration of crystal field effects i s
required. These and the modifications for solutes with finite Kondo temperature s
or spin-fluctuation temperatures are discussed in detail by Maple (1973) . That
crystal field split levels could be clearly defined enough and weakly enough coupled
to the conduction electrons was demonstrated by the observation of non-S-state
paramagnetic resonances . These levels and their role in the magnetic, electrical
and thermal properties of dilute alloys of the heavy rare earths are now fairly wel l
understood, especially following the work of the Danish groups (Høg and Touborg ,
1974 ; Rathmann et al ., 1974) which was greatly aided by Allan Mackintosh ' s deep
understanding of the rare earths .

5 Spin glasses

Although the term spin glass has been applied to a wide range of systems without
long-range magnetic order, the concept had its roots in the dilute alloy problem .
When it was recognized that interactions between solute atoms were taking plac e
at quite low concentrations unless frustrated by Kondo, general arguments suc h
as those of Blandin (1961) and the character of the specific heat made it clea r
that no straightforward antiferromagnetic transition was taking place . (I have
referred elsewhere to the ironies that the negative 8-values that led Néel to his great
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theory of antiferromagnetism never took him back to explore the low temperatur e
properties of the alloys manifesting them, and that Kittel failed initially to invok e
for CuMn his own RKKY interaction) .

The experimental situation for spin glasses in dilute alloys is now fairly clea r
and has been set out by Mydosh (1993), whose demonstration (Cannella and My-
dosh, 1972) of sharp peaks in the ac susceptibility had played a major role in
attracting the attention of theorists, and led to an explosion of sessions on th e
topic at magnetism conferences . (On a personal note I find it interesting that m y
own suggestion of an analogy between such spin glasses and conventional "atomi c
position" glasses was developed in the context of dilute alloys with by-no-means
good moments in the systems AuCo and RhFe) . The competition in dilute alloy s
between a Kondo or Friedel-Anderson spin compensation and spin glass freezin g
has a close relationship to the delicate balance between magnetic and non-magneti c
ground states for atomically ordered heavy fermion compounds; the problem of this
balance was first addressed by Doniach (1977) .

However the fundamental character of the spin glass transition has taken a long
time to resolve and the theoretical techniques used to address it have become less
clear to the experimentalist . The current situation is well reviewed by Fisher an d
Hertz (1991), and the consensus seems to be that in Ising systems a phase transitio n
does exist in 3 dimensions, although that is below the critical dimensionality fo r
Heisenberg systems, which then require anisotropies to yield a phase transition .

6 The onset of long-range orde r

In some dilute alloys with good moments it had seemed from Mössbauer and high
field magnetization measurements that ferromagnetism occurred at quite dilut e
concentrations, but it later became apparent (Murani, 1974 ; Murani et al ., 1974 ;
Coles et al ., 1978) that AuFe is, in fact, a spin glass with strong ferromagnetic
bias to the competing interactions, and that long-range ferromagnetism only sets i n
above a percolation concentration (-18% Fe) where nearest neighbour interaction s
dominate. Just above that concentration, however, the effects of co-existing finit e
clusters gave rise to a situation often described (not quite accurately) as a re-entran t
spin glass (see Roy and Coles, 1993) .

Long-range order can set in quite rapidly at quite low solute concentration s
when the host is strongly exchange-enhanced and the onset of ferromagnetism ha s
been intensively studied in both PdNi and PdFe . In the former the local extr a
enhancement associated with the Ni atoms (which do not carry a moment in the
dilute limit) fairly rapidly leads to ferromagnetism at 2 .4% (Murani, 1974 ; Murard
et al ., 1974) but there is evidence from neutron scattering (Aldred et al ., 1970) that



MfM 45

	

Dilute Magnetic Alloys

	

32 1

close pairs of Ni atoms play a significant role in producing the polarization cloud s
that over-lap to give long-range, although inhomogeneous, ferromagnetism . In
PdFe the solute does possess a good moment and at very dilute concentrations (-
0 .01%) giant polarization clouds overlap to give ferromagnetism. In most other 4d-
3d alloys the first magnetic freezing that occurs is clearly of spin glass character, and
there are indications that at very low temperatures for very small concentrations
PdFe also has a spin glass regime .

A fascinating, but rather neglected aspect of dilute alloy magnetism is the oc-
currence of ferromagnetism for small substitutions of Mn for Ge in GeTe (Cochrane
et al ., 1974) where the small carrier concentration (,s, 10 21 cm-3) yields a value o f
the Fermi wave vector so small that up to large distances the RKKY interactio n
has not crossed zero and no competing interactions exist to give a spin glass . (This
is not the case for all magnetic semiconductors however) .

7 Recent development s

Two inter-related aspects of the dilute alloy problem that have attracted attentio n
in recent years are the multichannel Kondo effect, originally introduced by Nozière s
and Blandin (1980) but rather neglected since, and the quadrupolar Kondo effec t
(Cox, 1988) . Much attention has been focussed on substitutions of U for Y in YPd 3
where the effective Kondo temperature changes rapidly with U concentration (a n
effect sometimes called Fermi level tuning) from values above room temperature t o
values small enough for antiferromagnetic order to dominate over Kondo above 20 %
(Dai et al., 1995) . This makes it difficult to be sure that the undoubted deviation s
in the susceptibility, resistivity and specific heat (Seaman et al ., 1991) from the
expectations of Fermi liquid theory require these new approaches or follow fro m
the decline of characteristic temperatures towards 0 K . (For the resistivity, at least ,
related deviations are found close to the critical concentration for ferromagnetis m
in PdNi and for spin glass formation in RhFe . The suppression of any T2 regim e
to very low temperatures in the latter is what makes it a useful low temperatur e
thermometer) .

For dilute U alloys, as emphasized by Coleman (1995), the role of Hund's rule
effects have yet to receive a satisfactory treatment, and this makes them mor e
difficult to discuss than those of Ce .

In conclusion it seems clear that, as predicted many years ago, the understand -
ing of the single solute atom behaviour will continue to make important contribu-
tions to attempts to provide a sound basis for discussing magnetism in strongl y
correlated systems, including both heavy fermions and high temperature supercon-
ductors .
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Spin-Density-Wave Antiferromagnetism in th e
Chromium System I : Magnetic Phase Diagrams ,

Impurity States, Magnetic Excitations and
Structure in the SDW Phase

Eric Fawcet t
Physics Department, University of Toronto ,

Toronto M5S 1A7, Canad a

Abstract

The chromium system, comprising pure Cr and alloys with most transition metals and some non-
transition metals, is the archetypical spin-density-wave (SDW) system . This paper supplements ,
with a brief summary and extension to include recent work, two previous comprehensive review s
on Cr (Fawcett, 1988) and Cr alloys (Fawcett et al ., 1994) . The magnetic phase diagrams are
reviewed. Impurity states in CrFe and CrSi, when suitably doped with V or Mn, produce dra-
matic effects in the electrical resistivity, including a low-temperature resistance minimum due t o
impurity-resonance scattering. Curie-Weiss paramagnetism appears just above the Néel temper-
ature in dilute CrV alloys . Recent work on inelastic neutron scattering in pure Cr is reviewed : th e
apparent absence of dispersion of the spin-wave modes at the wave vectors of the incommensurat e
SDW where the Bragg satellite peaks occur ; the energy-dependent anisotropy of the excitations i n
the longitudinal-SDW phase; the commensurate magnetic scattering at the centre of the magneti c
zone, which at higher energy and temperature dominates the inelastic scattering at the satellites ;
the Fincher-Burke excitations seen at low-energy in the transverse-SDW phase ; and the silent
satellites seen in single-Q Cr at off-axis incommensurate points as temperature increases towards
the Néel transition . X-ray scattering with synchrotron radiation has illuminated the relation
between the SDW in Cr and the incommensurate charge-density wave that accompanies it .

1 Introduction

Chromium is the archetypical itinerant antiferromagnet, whose incommensurate
spin-density wave (SDW) has a wave vector Q determined by the nesting propertie s
of its Fermi surface . At the same time, the persistence of antiferromagnetism in
Cr alloys over a wide range of compositions, when considered in the light of it s
absence in Mo and W, whose Fermi surfaces are very similar to that of pure Cr,
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indicates that the 3d character of this metal is of fundamental importance to it s
being magnetic .

The beauty and the mystery of Cr and its alloys do not derive from their being
antiferromagnets, of which there are many, but from the fact that they constitute a
SDW antiferromagnetic system . The richness of the magnetic phenomena observed
in the Cr system is a consequence of the SDW's being a truly many-body effect .

The present paper, and the companion papers (Fawcett et al ., 1997 ; Fawcett ,
1997, which are referred to as Papers II and III, respectively) summarize the review s
of SDW antiferromagnetism in Cr, by Fawcett (1988 : referred to as RMP I), and
in Cr alloys, by Fawcett et al . (1994 : referred to as RMP II), with discussion
especially of those areas where significant new advances have since been made .
Some of the most active workers in the field presented papers at the 1996 Yamada
Conference in a symposium having the same title as the present paper, which wil l
accordingly summarize only very briefly their findings and refer the reader to th e
1996 Yamada Conference Proceedings for a more complete account and further
references (Alberts and Smit, 1997 ; Fishman et al ., 1997 ; Hayden et al ., 1997 ;
Tsunoda, 1997 ; see also Fishman and Liu, 1993, 1994, 1996) .

Section 2 reviews magnetic phase diagrams in the composition-temperature x-T
plane . Impurity states, discussed in Sect . 3, offer new possibilities for understand-
ing interesting properties of some Cr alloys . Recent experiments, which exploit th e
enhanced sensitivity of the SQUID magnetometer in studies of the temperatur e
and field dependence of their magnetic susceptibility, show that Curie-Weiss para -
magnetism occurs in dilute CrV alloys just above the Néel temperature ; and that
spin-glass behaviour occurs in CrMn and ternary alloys of Cr containing Mn (see
Paper II, Fawcett et al ., 1997) . In both cases, presumably, a moment exists on th e
impurity atom, but there is no theoretical understanding of these phenomena .

The final Sect . 4 deals with inelastic neutron scattering in pure Cr . The mag-
netic excitation spectra of Cr and its SDW alloys are so rich in unusual phenomena
that they continue to elude our understanding, despite considerable experimenta l
efforts by several groups . We shall discuss here briefly, but with generous illus-
trations of the original data, so that the reader will have a fairly comprehensiv e
picture of the behaviour: the energy-dependent anisotropy of the excitations in th e
longitudinal-SDW phase ; the so-called "Fincher-Burke" excitations seen at lo w
energy, E < 8 meV, in the transverse-SDW phase ; the so-called "commensurate
magnetic scattering" (CMS) at the centre of the magnetic zone, which grows wit h
energy and temperature until it dominates the spin-wave scattering at the incom-
mensurate satellite points in both the longitudinal- and transverse-SDW phases ;
and the so-called "silent satellites", which are low-energy critical fluctuations that
grow rapidly close to the Néel temperature at the off-axis incommensurate point s
in single-Q Cr, thus leading to the return to cubic symmetry in the paramagnetic
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phase with the disappearance of the SDW at the weakly first-order Néel transition .
Critical scattering in the paramagnetic phase in pure Cr and dilute CrV alloys

(Noakes et al ., 1990), and the so-called "SDW paramagnons" that occur close t o
the quantum critical point in the paramagnetic alloy Cr 95 V 5 (Fawcett et al ., 1988 ;
Hayden et al ., 1997) are discussed in relation to new high-temperature thermal
expansion results in Paper II (Fawcett et al ., 1997) .

The remarkable similarity of the magnetic phase diagrams in the composition -
temperature and composition-pressure planes is discussed in Paper III (Fawcett ,
1997) in relation to the strong volume-dependence of the magnetism in the Cr
system. This is reflected in dramatic effects in the temperature dependence of th e
physical properties of Cr and its SDW alloys, which persist to temperatures muc h
greater than the Néel transition, as discussed in Paper II . A striking example of
this parallelism between the effects of composition change and pressure in ternar y
CrFeV alloys is described in Paper III .

2 Magnetic phase diagram s

Chromium alloys exhibit four magnetic phases : longitudinal SDW (AF 2), trans-
verse SDW (AF N ), commensurate SDW (AFo), and paramagnetic magnetic (P) .
The general features of the phase diagram may be explained in terms of the canon-
ical model for SDW antiferromagnetism in the Cr alloy system, which comprises
nesting electron and hole octahedra, with a reservoir of electrons correspondin g
to the rest of the Fermi surface . This model was first worked out in detail by
Shibatani et al . (1969), following the idea of the SDW proposed originally by Over -
hauser (1960, 1962) . The model was further developed by Kotani (a new nam e
for Shibatani), in a series of papers referenced in RMP II, to include the effect s
of the charge-density wave and of scattering of electrons by impurities . These tw o
effects have featured large in recent theoretical work by Fishman et al . (1997, and
references therein) .

Figure 1 illustrates the systematics of the phase diagram for most alloys of Cr
with transition metals . The metals from Group IB (Au), Group IV (Ti) and Group
V (V, and also Nb and Ta not shown here) depress the Néel temperature TN with
increasing concentration, and eventually destroy the SDW at a concentration of a
few atomic percent . Group VII (Mn, Re) and Group VIII (all the other element s
shown in Fig. 1), apart from the ferromagnetic metals Fe, Co and Ni (and also
Pd), raise TN , with the appearance at a concentration of a fraction of a percen t
(see Table IV in RMP II) of the commensurate SDW phase AF 0 . With changing
composition x of the solute metal, TN rises rapidly beyond the triple point, while
the transition temperature Tic between the AFo and AF' phases drops rapidly to
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Figure 1 . Schematic magnetic phase diagram for alloys Cri_Ax of chromium
with transition metals A .	 TN , Néel temperature; - - - TIC, transitio n
temperature from the incommensurate SDW AF 1 phase to the commensurate SDW
AFo phase ; - • - • - TSF , spin-flip temperature from the transverse-SDW phase
AF 1 to the longitudinal-SDW phase AF 2 .

zero. Thus, when x > 1 to 2 at .%, the SDW remains commensurate all the way
from TN to zero temperature .

This behaviour is well understood qualitatively in terms of the canonical mode l
and a rigid band picture for which transition metals in Groups IV and V lower the
Fermi level, thereby decreasing the nesting between the electron and hole octahedra ,
and conversely for Group VII and VIII metals . The pioneer experimental work i n
this field was done by Allan Mackintosh and his co-workers (Møller and Mackintosh ,
1965, Møller et al ., 1965 ; Koehler et al ., 1966) and the Japanese group (Hamaguch i
and Kunitomi, 1964) using neutron diffraction .

The typical behaviour for larger concentrations of a Group VIII transition meta l
dissolved in Cr is illustrated in Fig . 2 . Interest in the nature of the phase boundar y
between the SDW phase and the superconducting phase, and the possible coex-
istence of the two states goes back to the study of CrRe by Muheim and Müller
(1964) . Subsequent work on both CrRe and CrRu, both of which systems ar e
superconducting for compositions close to the SDW phase, have however been in -
conclusive (see Sect . VI.E in RMP II) .

The depression of TN by the Group VI metals Mo and W, which are isoelectroni c
with Cr and have a very similar Fermi surface, with however increasing width of the



Figure 2 . Magnetic phase diagram for the Cr l ,Reæ alloy system (see Fig . 13 in
RMP II for sources of the experimental data) .

d-bands from 3d to 4d to 5d, is presumably due to their reduction of the exchange
and correlation interactions responsible for the occurrence of the SDW rather than
to change in the Fermi level (see also Fig. 3b and comments on it below) .

Inspection of Fig . 1 shows that the systems CrFe, CrNi and CrPd do not follow
these simple rules. Considerable efforts have been made to understand, in partic-
ular, the unique phase diagram of CrFe, in which the AF 1 phase occurs at highe r
temperature than the AF0 phase, i .e ., the dash-line showing Tic (x) goes to the left
towards lower values of x in Fig . 1 (Galkin et al ., 1997b) . A similar effect occur s
in CrSi also (Endoh et al ., 1982), but very soon the Tic(x) line turns back to the
normal behaviour giving a re-entrant AF0 phase very close to the triple point (see
Fig. 17 in RMP II) . The model of Nakanishi and Kasuya (1977) was most successfu l
in explaining this effect in CrFe (see Fig . 57b in RMP II), but it relies upon an
arbitrary magnetoelastic term in the free energy, and a fundamental explanatio n
is lacking. This term however reproduces the large magnetostriction that is see n
at the strongly first order Néel transition to the AFo phase in CrFe (Butylenko ,
1989 ; see Fig . 1 in Fawcett and Galkin, 1992) . CrSi also exhibits a large first orde r
magnetostriction at the Néel transition to the AFo phase (Suzuki, 1977), but it i s
difficult to understand the commonality between the two alloy systems .

For several alloys of Cr with non-transition metals the phase diagram is rathe r
similar to that for Cr with Group VIII transition metals, as shown in Fig . 3 . These
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Figure 3 . Schematic magnetic phase diagram for alloys Cr 1 _~Ax of chromium
with non-transition metals A .	 TN , Néel temperature; - - - - TIC , non-
transition temperature from the incommensurate SDW AF 1 phase to the commen-
surate SDW AFp phase ; - • - • - TSF , spin-flip temperature from the transverse-
SDW phase AFI to the longitudinal-SDW phase AF 2 .

are all substitutional alloys, but there is no reason whatsoever to believe that th e
effect of a non-transition metal like Ge on the band structure of Cr is similar to
that of Ru, for example . One looks in vain for an alternative to the canonical mode l
to explain the behaviour of alloys of Cr with non-transition metals .

We select for more detailed discussion the CrAI alloy system, whose magneti c
phase diagram is shown in Fig . 4 . Alternative interpretations of the experimenta l
data are shown, but the dash-line is now thought to be incorrect and serves only t o
illustrate the difficulties encountered sometimes in mapping out the phase diagram ,
in this case probably due to errors in determining the alloy compositions .

The behaviour of the Cr i_xAix alloy system for x up to 30 at .% Al shown in Fig .
4a is quite remarkable . The value of TN approaches 800 K, a value higher than that
for any other system. There is some evidence that for the higher concentrations ,
x > 15 at .% Al, CrAI is a narrow-gap semiconductor, which would mean that th e
moments are localized rather than existing in a SDW (Fawcett et al ., 1994) .

Figure 4b shows how the introduction of 5 at .% Mo so dilutes the Cr host ,
thereby reducing the exchange and correlation interactions, that the SDW disap-
pears in the ternary alloys for 2 < x < 5 at .% Al (Smit and Alberts, 1987) .

Finally we note in Figs . 1 and 3 that the spin-flip transition temperature de-
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Figure 4 . Magnetic phase diagram for the Cri_ ,Alx alloy system . Insert (a) show s
the phase diagram for higher concentrations of Al, and insert (b) shows the phas e
diagram for the ternary alloy system (Cr l _ xAlx)y 5 Mo5 (see Fig . 16 in RMP II fo r
sources of the experimental data) .

creases rapidly to zero with increasing solute concentration for all alloy systems
(except CrSn and CrSb, but for these the experimental data are suspect) . A sat-
isfactory explanation of the spin-flip transition in pure Cr is still wanted (RMP
I) .

3 Impurity states

Allan Mackintosh and his co-workers (Møller et al., 1965 ; Trego and Mackintosh ,
1968) performed the first systematic study of the temperature dependence of th e
electrical resistivity p(T) and the thermopower S(T) of SDW alloys of Cr with V,
Mn, Mo, W, and Re (and also neutron diffraction in the same alloys, Koehler e t
al ., 1966) . As well as finding qualitative agreement between the variation of th e
Néel temperature with electron concentration and an early version of the canonica l
model for the Cr system, they observed effects associated with the electron-hol e
condensation responsible for the formation of the SDW in Cr (Overhauser, 1962) .
Their results for CrV alloys are shown in Fig . 5 . The increase of p(T) with decreas -
ing T below the Néel transition seen in Fig. 5a is largely due to the formation of
an energy gap on the nesting parts of the Fermi surface, where the electron-hol e

z2•
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35 0

Figure 5 . (a) Temperature dependence of the resistivity of Cr l ,V, alloys, fo r
compositions ranging from x = 0 .1 to 4 .65 at .% V in Cr . The inset shows the
residual resistivity at temperature 4 .2 K as a function of V concentration . (b)
Temperature dependence of the thermoelectric power of the same CrV alloys (afte r
Trego and Mackintosh, 1968)
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pairs do not contribute to electrical conduction . The effect is seen in pure Cr and
it is anisotropic in a single-Q sample (see Fig . 47 in RMP I) because the nestin g
occurs along and thus defines the wave vector Q of the SDW . The condensation o f
the electrons and holes also changes the scattering of single-particle carriers, whic h
is largely due to phonons in the temperature region of interest . The hump in p(T )
below TN results from a combination of these two factors, and in some alloys i s
much larger than in pure Cr (see Table VI in RMP II) .

The anomaly in S(T) shown in Fig . 5b is similar in form to that of p(T) ,
but is_ more pronounced . The explanation (Trego and Mackintosh, 1968) is tha t
the thermopower is proportional to the derivative of the resistivity with respec t
to energy of electrons/holes at the Fermi surface, S ,~ -din p/dE . Thus, while
the decrease in the scattering almost cancels the increase in resistivity due t o
the condensation with decreasing temperature, giving rise to only a small hump
in p(T) below TN , as seen in Fig . 7a, the energy dependence of the two effect s
that determine the thermopower results in two terms that have the same sign an d
together give the large hump in S(T) . In dilute Cri_xMnx alloys (x < 3.4 at . %
Mn), Trego and Mackintosh (1968) found that S(T) exhibits a low-temperature
hump, which increases in amplitude relative to the value in the paramagnetic phase
as x increases, and showed that the form of the temperature dependence provide s
clear evidence that it is due to phonon drag .

Although there is a vast literature on impurity states in normal metals, fer-
romagnetic metals and semiconductors, this aspect of the theory and practice fo r
SDW alloys in the Cr system has been neglected . The use of local probes, princi-
pally the Mössbauer effect, diffuse neutron scattering, perturbed angular correla-
tion and nuclear magnetic resonance, to explore a limited number of Cr alloys has
provided desultory information about a few impurity atoms dissolved in Cr and in
the SDW phase (RMP II) .

The theory of local impurity states within the antiferromagnetic energy gap
opened up by the electron-hole condensation (Volkov and Tugushev, 1984 ; Tugu-
shev, 1992) offered new possibilities for understanding the behaviour of SDW Cr
alloys with non-magnetic as well as magnetic metals . Until now these possibilities
have been little explored, though the potential for discovering new phenomena is
no doubt as rich as it was for impurity states in the forbidden energy band of semi -
conductors . Those predicted by Tugushev's theory include : resonant scattering
by the impurity state, which gives rise to an additional term in the residual re-
sistivity at zero temperature, and a negative temperature-dependent contributio n
Ares (T) -T2 , when the Fermi level is close to one of the pair of impurity level s
predicted by the theory ; and a negative magneto-resistance in the case when the
pair of impurity levels are spin-polarized .

The best evidence to support the theory of local impurity states is illustrated
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Figure 6 . (a) Pressure dependence of the resistivity of Cr+2 .7 at .% Fe+0 .27 %
Mn (from Galkin, 1989) . (b) Temperature dependence of the resistivity of ternar y
alloys (Cr+2 .7 at .% Fe) 1 _(V,Mn) æ , with the concentrations x of V or Mn show n
on the curves, the curve for undoped Cr+2 .7 at .% Fe being dashed (after Galki n
and Fawcett, 1993) . The inset shows the residual resistivity at temperature 4 .2 K
as a function of alloy composition (from Galkin, 1989) .
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in the inset to Fig. 6b . The two peaks in the concentration dependence of the
residual resistivity are believed to correspond to the energy levels of the pair of
impurity states of the Fe atom, with doping by (V,Mn) being employed only to
tune the Fermi level . Fawcett and Galkin (1991) have analyzed this data and also
measurements by Galkin (1987) on (Cr+1.3 at .% Si) 1 _x (V,Mn) x, and find that the
splitting between the pair of energy levels is about the same, 24 to 28 meV, of th e
order of 10% of the energy gap in a commensurate SDW Cr alloy (see Fig. 70 in
RMP II) .

It seems likely that the resistance minimum seen in several Cr alloy systems
(see Table VI in RMP II) is due to the predicted negative term in the resistivity ,
pres(T) -T2 . Katano and Mori (1979) attribute the minimum in p(T) seen in
CrFe alloys (see Fig . 29 in RMP II) to the Kondo effect associated with the moment
on the Fe impurity that gives rise to the Curie-Weiss temperature dependence o f
the susceptibility in the SDW phase, but none of the other Cr alloys that exhibi t
a low-temperature resistivity minimum have a moment according to this criterion .
When the term p LeS (T) is combined with other temperature-dependent terms in th e
resistivity, the behaviour of p(T) becomes rather complex, and the curves in Figs .
6a and 6b, for example, still have not been analyzed . Paper III (Fawcett, 1997) de-
scribes work by Galkin et al . (1997c) that shows convincingly that the minimum i n
CrFeV alloys in the SDW phase is due to impurity-resonance scattering, but when
the system is brought into the paramagnetic phase by doping or the application of
pressure it becomes a shallower Kondo minimum .

V and Mn have been generally regarded, ever since the construction of the
canonical model, which together with a rigid-band model explained very nicely th e
dependence of the wave vector Q and the Néel temperature TN on the composi-
tion of dilute Cr(V,Mn) alloys, as doing nothing more than tune the Fermi leve l
by adding (Mn) or removing (V) electrons from the host Cr . It turns out in fact
that V strongly affects many other physical properties, including (Fawcett, 1992 )
inelastic neutron scattering, nuclear magnetic relaxation time, the nature of the
Néel transition, electrical resistivity in the paramagnetic phase, and the magneto-
elastic properties . We shall consider here only the appearance with V doping of a
component of the susceptibility x(T) in the paramagnetic phase having a temper-
ature dependence that obeys a Curie-Weiss law (Hill et al ., 1994) . CrMn alloys ,
on the other hand, have been found to exhibit remarkable spin-glass properties a t
low temperatures (Galkin et al ., 1995, 1996a, 1996b, 1997a) . The absence of a
Curie-Weiss law for x(T) in the SDW phase had been generally assumed to mea n
that the Mn atom carries no moment in SDW Cri_xMn x alloys for x < 10 at . %
Mn (Maki and Adachi, 1979) .

Figure 7 shows the data for x(T) in two dilute CrV alloys in comparison with
that for pure Cr . The Curie-Weiss paramagnetism evident here is not seen in CrV
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Figure 7 . Temperature dependence of the magnetic susceptibility x(T) of pure
Cr and two dilute CrV alloys . The line through the data points above the Née l
temperature, TN = 311 K, for Cr is a quadratic fit to x(T) (from Hill et al ., 1994) .

alloys containing more than x > 0 .67 at .% V, and is suppressed in a measurin g
field, H = 6 kOe (de Oliviera et al ., 1996b) .

No theory is available to explain any of these unexpected experimental results .
They have been made possible, like the discovery of spin-glass behaviour in CrM n
alloys, by the advent of highly sensitive methods of measuring the magnetic sus-
ceptibility with low measuring fields, either by use of a SQUID magnetometer (Hil l
et al ., 1994) or of an AC susceptometer (de Oliviera et al ., 1996a) . It is quite likely
that other alloys of Cr with non-magnetic metals will be found, when re-examined
more carefully by use of these methods, to exhibit Curie-Weiss paramagnetism . I t
is well-known that Fe and Co, as well as Mn, carry a moment in the paramagneti c
phase of their alloys with Cr (see Table V in RMP II) . In the case of CrRe, CrRh
and CrSi there may already be some evidence for the existence of local moment s
above TN , in that, for concentrations high enough to be well into the AF 0 phase ,
there are some compositions for which p(T) decreases with increasing temperatur e
above TN (see the references in Table V in RMP II) .

4 Neutron scattering in the SDW phase

The spectrum of magnetic excitations in Cr is rich in modes that are still largely no t
explained at even the most rudimentary level . The so-called "spin-wave" modes are

1 .5
250
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Figure 8 . Anisotropy of spin fluctuations in the longitudinal-SDW phase of Cr : peak
intensity for single-Q Cr in the longitudinal-SDW AF2 phase at temperatures fro m
10 to 100 K, normalized by the thermal factor [n(w) + 1] -1 :	 at (27r/a )
(1-6, 0, 0) from longitudinal q-scans (see Fig . 11b) ; - - - - at (27r/a)(6, 1, 0) fro m
transverse q-scans (after Lorenzo et al ., 1994) .

conceived as lying on a a dispersion cone emanating, in the case of a single-Q sampl e
with wave vector Q along x, from the incommensurate points at ±Qx = (2ir/a )
(1±6), 8 being the incommensurability parameter, as illustrated in the inset (b) o f
Fig. 11 . Theory predicts that their velocity will be of the same order of magnitud e
as the Fermi velocity of the electrons and holes that condense to form the triple t
pairs constituting the SDW . Experiments on CrMn alloys having a commensurat e
SDW seem to support this idea (see Table I in RMP I) . There is, however, no clear
evidence for such dispersion in pure Cr, though the inelastic scattering peaks at
the satellites do increase in width roughly linearly with increasing energy (see Fig .
5 in Fukuda et al ., 1996) .

The spin-wave modes in the Iongitudinal-SDW phase have an unusual energy -
dependent anisotropy, as illustrated in Fig . 8 . For energy below, E < 8 meV ,
the excitations are predominantly longitudinal, while for higher energy they are
isotropic. The intensity scaled by the thermal factor, [n(w) + 1] -1 , n(w = E/h)
being the Bose-Einstein distribution function, is independent of temperature in th e
longitudinal-SDW phase . The analysis can be taken further (Lorenzo et al ., 1994 )
by assuming a linear dispersion relation for the spin-wave mode, with the result tha t
the longitudinal and transverse components of the dynamic susceptibility, xL (E)



338 E. Fawcett MfM 45

Figure 9 . Fincher-Burke modes : longitudinal q-scans at constant energy, E =
0 .75, 2 ,3, 3 .5 and 4 meV, along (e, 0,0) (the solid arrow in Fig . 3b) for single- Q
Cr in the transverse-SDW phase at temperature 230 K . The peaks of intensity I
(arbitrary units) are projected into the E-i; plane :	 the SDW satellites at
(2ir/a)(1 1 5, 0,0) ;

	

the modes seen between the SDW satellites ; - - - -
the modes not seen outside the SDW satellites (after Sternlieb et al ., 1993) .

and xT(E), respectively, vary as the reciprocal of E . This is the same as for xT(E)
for spin waves in an antiferromagnet having localized moments, but in this case ,
xL (E) = O. Burke et al . (1983) pointed out that longitudinal excitations, in th e
form of propagating crystal-field modes, are found in many rare-earth metals and
compounds, but that no other case is known in 3d metals and alloys .

In the transverse-SDW phase, modes of excitation appear between the unre-
solved spin-wave peaks at ±Qx = (27r/a)(1 ± S) in a single-Q sample. These
Fincher-Burke modes were first thought to have dispersion relations that are sym -
metric about ±Qx , having a velocity the same as that of the (C, 0,0) longitudinal
phonons (Burke et al ., 1983) . As illustrated in Fig. 9, however, there is no evidenc e
for inelastic scattering peaks fore < -Qx or C > +Qx. Thus their identificatio n
as magneto-vibrational modes is incorrect .

Pynn et al . (1992) also found that the intensity of the 4 meV peak at (27r/a )

(1,0,0), where the two modes intersect (see Fig . 9), increases in intensity wit h
increasing temperature much faster than one would expect for a mode involvin g
phonons. They used polarized neutrons and found that the scattering at this 4
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meV peak involves spin fluctuations parallel to the polarization direction of th e
transverse SDW. The susceptibility xFB (E) of these modes, like the spin-wave
modes in the longitudinal-SDW phase, varies as the reciprocal of the energy E
(Lorenzo et al ., 1994) . These clues may help us to understand the origin of the
Fincher-Burke modes .

Fishman and Liu (1996) have analyzed the low-energy magnetic excitations of
the incommensurate-SDW phase of Cr . They find two Goldstone modes evolving
from the incommensurate points, transverse spin waves, and longitudinal phasons .
But their velocity is of the same order of magnitude as the Fermi velocity, abou t
two orders larger than the Fincher-Burke modes . Thus the origin of the low-energy
excitations remains a mystery.

At higher energies, in both the longitudinal- and transverse-SDW phase, a broad
scattering peak develops at the commensurate point, (2n/a)(1, 0, 0) . Fukuda et al .
(1996) find that this commensurate magnetic scattering (CMS), as illustrated i n
Fig. 10, increases with both energy E and temperature T, until it overwhelms th e
incommensurate scattering due to the spin-wave modes by E = 40 meV at T = 54
K in the longitudinal-SDW phase (Fig . l0a), or by T = 235 K at E = 15 meV
in the transverse-SDW phase (Fig . 10h) . In the longitudinal-SDW AF2 phase the
integrated intensity of the CMS increases roughly linearly with energy, whereas th e
intensity of the spin-wave mode peaks at E P. 20 meV (see Fig . 6a in Fukuda et
al ., 1996) .

This magnetic scattering at the magnetic-zone centre was first studied by th e
BNL group (Fincher et al ., 1981; Grier et al ., 1985), who described it as "commen-
surate-diffuse scattering" (CDS) . It appeared to increase in intensity very rapidly
as temperature approached the Néel transition, but this feature of the behaviour
has been shown to be an instrumental artifact associated with the existence of th e
silent satellites (Sternlieb et al ., 1995) . The characteristic energy, E 4 meV, o f
the CDS should also rather be considered as a feature of the Fincher-Burke mode s
(see Fig. 9) . Thus we prefer to use the new acronym CMS, rather than CDS ,
to describe the broad high-energy scattering peak at the magnetic-zone centre .
The latter may still however be the appropriate term for the scattering at the
commensurate point seen in the paramagnetic phase at high temperatures, up t o
and beyond 2TN (see Figs . 13 and 14 in Grier et al ., 1985) . Whether or not CM S
and CDS are manifestations in different temperature regimes of the same modes
of excitation will not be known until we have an explanation of commensurate
scattering in Cr, whose origin is still a complete mystery .

Sternlieb et al . (1995) realized the significance for pure Cr of the existence in th e
paramagnetic alloy, Cr+5 at .%V, of spin fluctuations at the incommensurate point s
corresponding to the nesting vector Q ' of the Fermi surface (Fawcett et al ., 1988) .
One might expect to find a peak in the wave-vector dependent susceptibility x(q) at
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Figure 10 . Commensurate Magnetic Scattering (CMS) : longitudinal constant-E
scans (the solid arrow in Fig . 3b) for single-Q Cr at various energies E at tempera-
ture, T = 54 K (panels a, b, c and d), and for various T at E = 15 meV (panels e ,
f, g and h) . The dash and light lines are the CMS and incommensurate SDW com-
ponents, respectively, which together with a constant background give the resultant
solid line fit to the data (from Fukuda et al ., 1996) .

Q', which becomes a singularity corresponding to the onset of long-range magneti c
order, i .e ., a SDW with Q ti Q', when the V content is reduced to less than about 4
at .%V (RMP II) . Thus, in a single-Q sample of Cr with Q = (27r/a)(1±6, 0, 0), the
other two pairs of off-axis satellites at (27r/a)(1, ±ö, 0) and (27r/a)(1, 0, +8) migh t
be expected to give rise to peaks in x(q), with corresponding modes of excitation
giving inelastic scattering at these points .

Figure 11 illustrates the experimental evidence for these silent satellites . As
temperature increases towards the Néel temperature TN , their intensity increase s
rapidly from very low values, until at TN a discontinuous jump (corresponding t o
the first-order nature of the Néel transition in Cr) results in equal scattering at al l
six satellites corresponding to the cubic symmetry of the paramagnetic phase. Thus
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the Néel transition is driven by critical fluctuations at all six satellites, not just at
the two at the wave vectors ±Q w of the SDW. This picture of the relation between
the spin-wave excitations and the critical fluctuations is unique to Cr, but it s
theoretical analysis should enlarge our general understanding of phase transitions .

The Chalk River group first recognized that the apparent commensurate-diffus e
scattering in the paramagnetic phase, at least close to the Néel temperature and
at low energies, is in fact an instrumental artifact (Noakes et al ., 1990) . Thus a
constant-energy scan through the satellites at Q = (2ir/a)(1 f S, 0, 0) will pick u p
the off axis satellites (the silent satellites in the case of a single-Q sample) if th e
momentum resolution transverse to the (1, 0, 0) axis is poor as usually is the case .
This does not of course preclude the existence of genuine commensurate modes o f
excitation at high energies in the ordered phase (Fig . 10) or at high temperature s
in the paramagnetic phase (Grier et al ., 1985) .

Synchrotron radiation is a powerful tool for studying the charge-density wav e
that is present in Cr (Tsunoda et al ., 1974; Pynn et al ., 1976) and Cr alloys (RMP
II) . When x-rays of energy ti 10 keV are used, the technique is limited to the study
of the surface of the sample, since they penetrate only to a depth of about 1 Fem .
This may account for the fact that in the measurements of Hill et al . (1995) the
results corresponded to there being a single Q-direction, normal to the (100) surfac e
of the sample, since residual strain from the mechanical polishing may have bee n
sufficient to cause this effect . It may also have something to do with the failur e
thus far to see the CDW in any Cr alloys .

Conceptually there are two mechanisms a density wave in the charge distri-
bution. First, the lattice may be periodically distorted, with each ion retainin g
its equilibrium charge : a strain wave . Second, there may be a periodic excess and
deficit of charge on the sites of an undistorted lattice . In the CDW literature, these
two effects are collectively referred to as a charge-density wave . Both produce x-ray
diffraction peaks at 2Q and 4Q. The dominant contribution to the x-ray scatterin g
intensity arises from the core electrons of the ion, and thus corresponds to the strai n
wave. Mori and Tsunoda (1993) attempted to separate the two contributions, an d
claim that they found a small conduction-electron density wave in addition to th e
dominant contribution from the strain wave .

Hill et al . (1995) found that in Cr the intensities of elastic scattering due the
the fundamental SDW and the second and fourth harmonic CDW had temperature
dependence throughout both the AF 1 and AF 2 phases corresponding to mean-field
theory.
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Two Recent Examples of X-Ray Magneti c

Scattering Studies

Doon Gibbs

Department of Physics, Brookhaven National Laboratory,

Upton, New York, US A

Abstract

Recent results concerned with x-ray resonant magnetic scattering studies of the induced Lu mag-
netization in Dy-Lu alloys (Everitt et al ., 1995) and of magnetic disordering of U02 surface s
(Watson et al ., 1996) are reviewed .

1 Introduction

During the last 10 years, x-ray magnetic scattering techniques using synchrotron
radiation have blossomed, especially in studies of rare earth metals and actinides ,
including bulk materials, thin films and compounds . These studies have especially
benefited from the use of the resonance and polarization properties of the cross -
section when the incident x-ray energy is tuned near an L or M absorption edge .
Brief reviews of these techniques and recent applications may be found In Gibb s
(1992) and Stirling and Lander (1992) . Non-resonant magnetic scattering has also
continued to develop, most notably in studies of transition element magnetism us -
ing incident photons of > 40 keV (Schneider, 1995) . In this case the enhancement
to the signal comes from the increased penetration (up to cms) possible with hig h
energy photons. Although the strengths of x-ray magnetic scattering technique s
sometimes overlap those of neutron diffraction, they are generally complementary ,
and include high Q resolution, sensitivity to lattice modulations, small beam size
and useful polarization and resonance properties . In the last 10 years x-ray mag-
netic scattering studies of the magnetic structure of rare earth and actinide mate-
rials (including thin films) have almost become routine (Hill et al ., 1996 ; Detlefs
et al ., 1996; Helgesen et al ., 1994, 1995) . New kinds of experiments have been
concerned with critical properties, characterized near magnetic ordering transfor-
mations (Nuttall et al ., 1996 ; Thurston et al ., 1994) and with the use of circularly
polarized incident beams (Sutter et al ., 1997) .

23
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In this proceedings, we briefly review recent experiments concerned with th e
induced Lu magnetization in Dy-Lu thin films (Everitt et al ., 1995) and with th e
observation of surface magnetism in UO 2 (Watson et al ., 1996; Ferrar et al ., 1996) .

2 Species sensitivity in Dy-Lu thin films

It is generally accepted that exchange interactions in the heavy rare-earth metal s
(Gd to Er) are indirect, arising through the agency of spin-density oscillations in-
duced in the 5d-6s conduction bands by the localized 4f moments (Freeman, 1972) .
The conduction electron response peaks at a wave vector determined by nestin g
features in the Fermi surface and, in competition with the hexagonal crystal field ,
leads to the complex antiferromagnetic structures observed at low temperatures ,
including c-axis modulated, helical, cycloidal, and conical configurations (Cooper ,
1972 ; Jensen and Mackintosh, 1991) . Band structure calculations, indeed, give a
good account of the periodicities observed near TN (Evenson and Liu, 1969 ; Liu et
al ., 1971) . However, direct evidence for the induced spin-density wave is sparse .

In early experimental work, Moon et al . (1972) were able to determine the con-
duction electron polarization in ferromagnetic Gd by subtracting from the observed
neutron scattering intensity the component attributable to the half-filled 4f shel l
of Gd . Extra intensity was observed in low-order peaks which, when combined
with the excess moment measured at saturation, yielded a map of the conduction
electron polarization around each Gd ion and revealed its oscillatory nature . Sim -
ilar methods have been used to map the magnetic response of non-magnetic Sc
(Koehler and Moon, 1976) and Lu (Stassis et al ., 1977) in a uniform field of order
6 T. In the case of Dy, which is of interest here, it is well known (Rhyne, 1972) tha t
the saturation moment in the low-temperature ferromagnetic phase exceeds the 1 0
/I B expected for the 6H1512 ground configuration by approximately 0 .33 /L B . The
excess is usually attributed to the conduction electron polarization, and has bee n
detected by means of x-ray resonant scattering (Hannon et al ., 1988 ; Isaacs et al . ,
1989) . However, the induced polarization of a non-magnetic atom has never bee n
measured in the helimagnetic phase . These experiments demonstrate that it i s
possible to detect the conduction electron polarization induced on a non-magneti c
atom in the helical phase of a rare-earth alloy by means of the resonant scatterin g
of x-rays .

X-ray resonant magnetic scattering (XRES) (Hannon et al ., 1988) is an element -
specific technique that exploits the anomalous cross-section for x-ray scattering at
an absorption edge . The XRES intensity is much larger, in general, than that of
off -resonant scattering ; the two processes also have different polarization charac-
teristics . In the lanthanide series, the L1II edge lies in an energy range (7-10 keV)
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that is convenient for diffraction studies . Near the edge energy, both dipole transi-
tions from the 2p3/2 core level to unoccupied 5d states and quadrupole transitions
to unoccupied 4f levels contribute significantly to the atomic form factor for x-ra y
scattering . Sensitivity to magnetic order arises from the differential occupancy o f
spin-up and spin-down states in the vicinity of the Fermi surface . Recently, studies
of the binary magnetic-magnetic rare-earth alloys Ho 0 .5Ero,5 (Pengra et al ., 1994)
and Ho0 .5Tb 0 .5 (Stunault et al ., 1995) using this technique have been reported . For
this work, the helimagnetic alloy Dy 0 .6Lu0,4 was chosen, which has been found via
neutron scattering (Everitt et al ., 1994) to order in a basal-plane spiral below 12 0
K . This alloy affords the opportunity to study the diffraction profiles at both th e
Dy (7 .79 keV) and Lu (9 .24 keV) L111 edges . Because Lu has a filled 4f shell, any
scattered intensity that is resonant at the Lill edge must arise from magnetization
of the 5d levels at the Lu site, and will therefore be a measure of the induce d
conduction electron polarization at the helimagnetic wave vector .

The elastic scattering cross-section for x-ray scattering from a single crystal i s
given by

2

	

(1 )
do-

dS2
_ T

fj(Q, w )

where r 0 is the classical radius of the electron ; Q = kin - knut , the photon mo-
mentum transfer; and 11w, the x-ray energy. The atomic scattering amplitude fj
consists of the usual Thomson contribution plus magnetic terms . The non-resonant
magnetic amplitude may be written as

gomes =
ihw
	 [Lj (Q) . A 2S j (Q) ' B] ;

	

(2)

the vectors A and B depend on the polarizations of the incoming and outgoing
photons relative to their respective wave vectors . Lj (Q) and Si (Q) are the Fourier
components of the orbital and spin magnetization densities due to the jth ato m
(Blume, 1985 ; Blume and Gibbs, 1988) . In a helimagnet, it has been shown (Gibb s
et al ., 1991) that the signal scattered from the v to the it channel is due to th e
sum of orbital and spin densities .

The resonant scattering contributions are more complex (Hannon et al ., 1988 ;
Luo et al ., 1993) . The electric dipole contribution at the L111 edge has been treate d
in detail by Hannon et al . (1988) and can be approximated b y

E1,xres _

	

F0
f~

	

ELili - 1w - ir/2 [e out ' e in nh + i(eout x ein) . zj P/4] .

Here, F0 includes the 2p3/2 -3 5d radial matrix element, EL,,1 is the edge energy,
and F is the width of the resonance . The magnetic moment of the jth ion is parallel

(3 )

23•
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to 21 . The first term, which depends on the number nh of holes of both spins, does
not reflect the magnetic order . The polarization factor can be written as

nhA/2P=(ndt- nd ).. ) -nhS-FLin

	

tw-iI/2'

	

( 4 )

where ndT - ndJ- is the net number of magnetized 5d electrons, S depends on the
difference in radial matrix elements for spin-up and spin-down electrons, and A
is the exchange splitting . At this level of approximation, the magnetic reflection s
appear only as first-order satellites of the main Bragg peaks, and only in the cr -+ it
channel .
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Figure 1 . Q-integrated intensity of the (0002-+) magnetic peak vs energy throug h
the Lu Lm edge . Residual intensity is attributed to the non-resonant scattering
from the Dy moments . Inset : The same, measured through the Dy Lm edge . An
MgO(420) analyzer was used for both measurements . Lorentzian-squared curves
with a FWHM of 7 eV have been fit to both data sets .

X-ray resonant magnetic scattering was observed at both the Dy and Lu edge s
in the cr -* it geometry, consistent with dipole selection rules . The same crystal
was used at both energies in order to compare directly the magnitudes of the reso-
nant intensities . First-order helimagnetic satellites were detected about the (0002) ,
(0004), and (0006) Bragg reflections of the alloy ; they are designated as (000P+r) .
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At low temperatures, these were separated from the Bragg peaks by T 0 .24 re-
ciprocal lattice unit (rlu), in agreement with earlier neutron scattering data fro m
the same sample (Everitt et al ., 1994) . We focus mainly on the (0002+T) magneti c
reflection, since the resonant scattering is more intense than at the (0004±T) o r
(0006+r) reflections and the background is lower than at the (0002-T) reflection .
Figure 1 shows the Q-integrated intensity of the (0002+7) peak at 10 K as th e
energy was scanned through the Lu L111 edge (main figure) and the Dy Lill edge
(inset) . The data are normalized to monitor counts, with the energy dependence of
the monitor efficiency taken into account, and are corrected for the Lorentz factor .
Polarization and Debye-Waller corrections, which amount to = 1% of the intensit y
each, were not applied . Absorption was also not taken into account . The presenc e
of resonant magnetic scattering at the Lu edge demonstrates the existence of an in -
duced moment on the Lu atoms. The o- -* Ir character of the scattering shows that
it occurs within the Lu 5d band. Estimates of the induced Lu moment obtained
using Eqs . (3) and (4) give an SDW amplitude of 0 .2 AB .
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Figure 2 . Magnetic wave vector r in units of the c-axis reciprocal lattice vector ,
determined from the (0002+T) peak . Solid circles : XRES data at the Lu edge in
the v 7r configuration; squares : previous neutron scattering data . Inset : XRES
data at the Dy edge, measured in the scattering plane, using a Ge analyzer fo r
higher resolution. Below 60 K, a lock-in occurs to a value near 0 .240 rlu .
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Figure 2 shows the position of the (0002+7) magnetic peak (filled circles) as a
function of temperature, with the neutron scattering data of Everitt et al . (1994 )

superposed . The helimagnetic wave vector is = 0 .265 c* at the Néel temperatur e

TN = 120 K, and decreases with temperature before appearing to lock in to 0.240 +
0 .001 c* (= 6/25) below 60 K. This may be seen more clearly in the inset to
Fig . 2, where the position of the same reflection, measured at the Dy edge using

a Ge(lll) analyzer for better resolution, is plotted . This is a considerably tighte r

spiral than observed (Koehler, 1972) in bulk Dy, where the wave vector is 0 .239 c*
at TN decreasing to 0 .147 c* at the Curie temperature Tc = 89 K .

The temperature dependence of the (0002+T) magnetic peak is shown in Fig .

3 . In this figure, the Dy data were taken in the high-resolution mode (Ge analyzer )

and the Lu data in the a -* 7r mode (MgO analyzer) . Neutron scattering data ar e

shown in the inset, for reference . Lines are drawn as a guide to the eye . Thes e

results show that the temperature dependence of the 5d magnetization density

induced at the Lu and Dy sites follows that of the Dy 4f moments in the alloy.

Figure 3 . Temperature dependence of the (0002+7) magnetic peak . Squares : Lu-
edge data taken in the v -+ zr geometry; circles : Dy-edge data, taken in hig h
resolution mode. Inset : Neutron diffraction data for the same sample .
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3 U02 surfaces

In the last several years, there have been continuing efforts to probe long range d
magnetic order at surfaces by x-ray and neutron diffraction (Felcher et al ., 1984 ;
Usta et al ., 1991 ; Kao et al ., 1990 ; Fasolino et al ., 1993; Bernhoeft et al ., 1996 ;
Stunault et at, unpublished ; Watson et al ., 1996), following many earlier studie s
by low energy electron diffraction (Palmberg et al ., 1968 ; Dewames and Wolfram ,
1969 ; Celotta et al ., 1979 ; Alvarado et al ., 1982; Dauth et al ., 1987) . The main
motivation has been to discover how bulk magnetic structures are modified near
a surface, where the crystal symmetry is broken . In this section, we describ e
synchrotron-based x-ray scattering studies of magnetic ordering near the (001 )
surface of the type-I antiferromagnet UO 2 . Our aim in choosing UO 2 was twofold :
first, to take advantage of its chemical inertness, which simplifies the preparatio n
and handling of the surface ; and second, to take advantage of the large resonant
enhancements of the magnetic cross-section which occur when the incident photo n
energy is tuned near the uranium Miv absorption edge (McWahn et al ., 1990) .
We have found that it is possible to observe x-ray magnetic scattering from UO 2
surfaces at glancing incident angles (Watson et al., 1996) near the critical angle fo r
total external reflection, with counting rates as high as 200 s-i on a wiggler bea m
line. This has allowed characterization of the momentum transfer dependenc e
of several magnetic (and charge) truncation rods along the surface normal . By
tuning the incident x-ray energy through the Mw edge, we have verified that th e
observed scattering is magnetic, and extracted forms for the variation of f' and
f" with x-ray energy. A most interesting result is that within about 50 Å of th e
surface, the temperature dependence of the magnetic scattering intensity decrease s
continuously near the Néel temperature TN = 30.2 K and is well described by a
power law in reduced temperature . In contrast, the bulk magnetic order paramete r
is well known to be discontinuous (Frazer et al ., 1965; Willis and Taylor, 1965) .

UO 2 has the face-centered cubic fluorite structure with a lattice constant o f
5 .47 A at 300 K. The allowed chemical Bragg reflections are defined by H, K ,
and L either all even or all odd . The diffraction pattern of a crystal supporting a
surface is characterized by rods of scattering (called truncation rods) which pas s
through the allowed bulk Bragg points and are parallel to the surface normal (se e
Fig. 4(a)) . The variation of the x-ray intensity along the chemical truncation
rods is determined by the decay of the electronic charge density near the surfac e
(Feidenhans'l, 1989) . The bulk magnetic structure of UO 2 is triple Q, consisting
of ferromagnetic (001)-type planes stacked antiferromagnetically along each of the
(001) directions . The magnetic bulk reflections are obtained by adding a (001 )
wave vector to each allowed chemical Bragg wave vector (see Fig . 4(a)) . We may
similarly define magnetic truncation rods (Fasolino et al ., 1993), which pass through
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Figure 4 . (a) Reciprocal space map for the U0 2 (001) surface showing chemical
(solid circles) and magnetic (open circles) bulk Bragg reflections and mixed (soli d
lines) and magnetic (dashed lines) truncation rods . (b) Glancing-incidence scat-
tering geometry. i is the surface normal direction, k 3j and q are the incident ,
scattered, and transferred wave vectors, respectively . qz is the component of the
momentum transfer normal to the surface.

the bulk magnetic reflections, and whose intensity variation depends on the deca y
of the magnetization density near the surface . For an antiferromagnet, this leads
both to magnetic contributions to the chemical rods as well as to the existenc e
of pure magnetic truncation rods when H and K are mixed (see Fig . 4(a)) . The
primary aim of the present experiments was to observe the (OIL) magnetic rod .

The scattering geometry is illustrated in Fig . 4(b). Most of the experiments
were carried out at glancing incidence, where the incident and exit angles of th e
x-ray beam to the surface are near the critical angle a ° 0 .75° for total exter-
nal reflection . Near a c , the refraction effects become important and lead to a n
enhancement of the transmitted beam . These effects are well understood (Feiden-
hans'l, 1989) and illustrated in the top of Fig . 5(a) where the intensity dependence
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Figure 5 . Intensity of the (02L) charge (solid line, and (OIL) magnetic (open points )
truncation rods as a function of L . The magnetic rod was obtained at five photon
energies . The (02L) rod was obtained with an incident photon energy of 3 .72 8
keV. (b) Rocking curve of the magnetic truncation rod at L = 0 .06 . (c) Energ y
dependence of the intensity of the magnetic truncation rod at L = 0 .06 .
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of the (02L) charge scattering rod is shown . The intensity along the rod may b e
described by

I(k2, ks)lIo = ( I /Ao) T (a i) 1 2 1 T(as) I 2
(

d
m
do-

) ,

	

(5 )

where Ao and Io are the area and flux of the incident beam and T(a) is the usual
Fresnel transmission amplitude for x rays at an angle a to the surface . dcr/dQ
is the cross-section for x-ray scattering and depends on the Fourier transform o f
the electronic charge density. Near the critical angle, the transmission coefficient s
exhibit maxima which lead to the peak observed in Fig . 5(a) .

The lower curves in Fig. 5(a) show the intensity dependence of the pure magneti c
scattering along the (01L) rod, obtained as a function of incident photon energy .
Their shapes are all qualitatively similar to that of the charge scattering. Rocking
curves taken through the magnetic rod at L = 0 .06 (see Fig. 5(b)) give full widths
of 0 .06°, identical to that of the charge scattering rod, and close to the bulk mosaic .
No variation in rocking width was observed along the rods . All of this indicates
that the in-plane magnetic structure near the surface is well ordered at 10 K . Th e
energy dependence of the magnetic intensity at fixed L is summarized in Fig . 5(c) .
The observed resonance is identical to that obtained in other uranium compound s
and shows that the observed scattering is magnetic in origin .

We turn now to the temperature dependence of the magnetic scattering. Fig-
ure 6 shows the intensity plotted versus temperature as obtained at two position s
along the magnetic truncation rod, (0,1,0 .075) and (0,1,0 .15), and at the bulk (001 )
reflection . From the measured dispersion corrections to the atomic form factors ,
it may be shown that these values of (HKL) correspond to penetration depths o f
ti 50, 120, and - 850 A, respectively. The temperature dependence of the mag-
netic scattering at the (001) reflection exhibits the discontinuity at TN expected
from previous studies (Frazer et al ., 1965 ; Willis and Taylor, 1965) . In contrast ,
the magnetic scattering intensities obtained on the truncation rod fall more slowl y
to zero as TN is approached from below. Indeed, they appear continuous. It is
worth noting that the width of the magnetic truncation rods are temperature in -
dependent and, to within ±0 .5 K, the bulk and near surface ordering temperature s
are equal . These results suggest that the magnetic structure begins to disorder
at lower temperatures near the surface than in the bulk . This conclusion is simi-
lar to that obtained by Dosch and co-workers in their x-ray structural studies o f
the order-disorder transition in Cu 3Au (Dosch et al ., 1988; Dosch and Peisl, 1989 ;
Dosch et al ., 1991 ; Reichert et al ., 1995) . In those experiments, the near-surface
superlattice peak of the ordered alloy was found to decay continuously near To
(the order-disorder temperature), whereas the bulk behaviour was discontinuous .
They interpreted their results in terms of surface-induced disordering, wherein a
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Figure 6 . Magnetic intensities obtained at the (001) specular Bragg reflection (soli d
circles) and along the (OIL) magnetic truncation rod at L = 0 .075 (open circles) an d
0 .15 (open squares) . They have been normalized to 1 .0 at low temperatures . The
solid lines represent best fits to a power law dependence on reduced temperature .
The solid line for the (001) reflection is a guide for the eye . Inset : log-log plot of th e
magnetic scattering intensity at (0,1,0 .075) and (0,1,0 .15) vs reduced temperature .

partially disordered layer of crystalline phase wets the near-surface volume belo w
To and grows logarithmically in thickness as T approaches To . Surface-induced
disorder was introduced for first-order transitions by Lipowsky (Lipowsky, 1982 ;
Lipowsky and Speth, 1983) and has been discussed in many contexts since (Di-
etrich, 1988; Mecke and Dietrich, 1995, and references therein) . Within Landa u
theory, these calculations yield regions of the phase diagram for which the orde r
parameter at the surface is predicted to follow a power law in reduced temperature .

Motivated by these ideas, we have attempted a similar analysis in U0 2 . Fits of
the magnetic scattering intensity to a power law in reduced temperature, I = At2s ,

where t = (TN -T)/TN , are shown for two values of L by the solid lines in Fig . 6 .
The fits are clearly satisfactory and yield exponents S = 0.5 ± 0 .1 at L = 0 .075 and
S = 0.7 ± 0 .15 at L = 0.150. Evidently, the exponents exhibit an L dependence ,
increasing for increasing SL (SL referred to the nearest Bragg peak), which differ s
from trends observed in Cu 3Au and from the predictions of Lipowsky's theory .
More sophisticated models, for example, including a temperature-dependent width
to the interface between the ordered and disordered magnetic regions (Lipowsky ,
1987), have not resolved this distinction . In this regard, it is important to not e

1 . 2

1 . 0

0 .2
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that the intensity measured along a truncation rod depends on the order paramete r
profile along the surface normal and reduces to the square of the average orde r
parameter only when the atomic planes scatter in phase . Thus while our results ar e
qualitatively consistent with the ideas of surface-induced disordering, a quantitative
description of U0 2 remains lacking .

4 Conclusions

This proceedings has briefly reviewed two recent developments in x-ray scatterin g
studies of magnetic materials . Ongoing efforts continue both in thin films and on
surfaces, as well as in other areas not mentioned here for lack of space. The long
term prospects for these techniques seem very exciting indeed .
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Abstract

Over a period of twenty years, studies concerning disordered magnets, in which transition metal s
are considered to carry magnetic moments, have been performed using neutron-scattering tech -
niques . This research field has been rich for testing theories of phase transitions and excitation s
in random magnetic systems ; neutron experiments continue to provide crucial tests of theories
and new challenges for theoretical work . We describe recent neutron-scattering studies on these
system, which reveal the properties of the excitations and phase transitions of disordered systems .
Special attention is paid to the very recent neutron-scattering studies on percolating magnets wit h
a fractal geometry.

1 Introduction

In recent years random or disordered magnetic systems have attracted great interes t
among theoretical and experimental physicists . These are spin glasses, amorphous
magnets, diluted magnets, random-field magnets, mixed antiferromagnets with tw o
different magnetic species, and random systems of two magnetic species with com-
peting spin anisotropies . In all these problems neutron scattering has played a n
important role, since from observations of the scattering function, which is th e
space-time Fourier transform of the spin pair-correlation function, one can obtai n
detailed information concerning the structural and dynamical properties of thes e
systems, such as the order parameter, critical fluctuations, collective or localized
magnetic excitations and diffusive spin motions .

Very recently, much attention has been paid to the static and dynamical prop-
erties of diluted magnets, whose magnetic concentration is very close to the per-
colation concentration . It is generally accepted that the atomic connectivity o f
a percolating cluster takes the form of a fractal (Stanley, 1977) . The theory of
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percolation has been formulated by many authors, and can now be used to inter-
pret an exceptionally wide variety of physical and chemical phenomena, such a s
the gelation process (de Gennes, 1979), transport in amorphous materials (Zallen ,
1983), and hopping conduction in a doped semiconductor (Shklovskii and Efros ,
1984) . The concept of fractals has contributed significantly to our understandin g
of percolation (Nakayama et al ., 1994) . The simplest ideal percolating network s
are realized by substitutionally diluting magnetic systems by non-magnetic atoms .
At a critical magnetic concentration cp , a single infinite cluster (a percolating net-
work) spans the full space ; with a further decreasing concentration of magneti c
atoms, the system splits into an assembly of only finite clusters . The percolating
networks exhibit a self-similarity, and can be characterized by a non-integer mas s
dimension, i .e ., a fractal dimension Df . In a square and a simple cubic lattice, i t
has been numerically estimated that the Df of the percolating network is 1 .89 6
and 2.48 respectively, i .e ., Df is less than the Euclidian dimension D (Nakayama
et al ., 1994) .

In this report, we present recent results concerning neutron-scattering experi-
ments on two- and three-dimensional (2D and 3D) percolating antiferromagnets :
a direct observation of the self-similarity of the magnetic order in a percolatin g
cluster (Ikeda et al ., 1993), and investigations of the magnetic fracton excitation s
in a percolating Heisenberg antiferromagnet (Ikeda et al ., 1994), the observation
of anomalous spin diffusion in a percolating cluster (Ikeda et al ., 1995), and th e
observation of the ordering kinetics in a percolating Ising antiferromagnet (Ikeda
et al ., 1990) .

2 Fractal structure and magnetic Bragg scattering

The scattering law for the fractal structure, which is observed by neutrons or pho-
tons, is quite simple. The small-angle neutron scattering intensity I(q) is simply
proportional to q-Df, where q is the wave vector . This relationship was actu-
ally observed by small-angle neutron scattering from silica aerogels (Vacher et al . ,
1988) . However, an experimental observation of the self-similarity of the percolat-
ing network in diluted magnets was successful only recently .

Very recently, we achieved the first experimental observation of the fracta l
structure in diluted antiferromagnets (Ikeda et al ., 1994) . In the vicinity of the
percolation threshold, the geometrical correlation length eG is defined as

G = ao c - cp
l-vG, where vG is a numerical constant which depends on th e

lattice shape, and ao is the nearest-neighbour lattice spacing . It is now believed
that this system is a fractal at length scales smaller than eG ; conversely, the syste m
appears to be homogeneous at length scales larger than G. The geometrical corre-
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lation length eG is related to the crossover wave vector by qc = eG-l . The systems in
which the magnetic concentration c is very close to, or just above, the percolatio n
threshold, order antiferromagnetically at low temperatures . The magnetic elastic
scattering of neutrons from an infinite cluster in these systems, at the antiferro-
magnetic superlattice position, can be written as : I(q) a 6(Q - r) for q < qc ,
and I(q) a q-D f for q > q, ; here, q = Q - r, and Q and r are the scatterin g
vector and the antiferromagnetic reciprocal vector, respectively. Below the transi-
tion temperature, spins belonging to the infinite network order magnetically, whil e
those belonging to only finite clusters do not order, even at 0 K . It is important t o
note that magnetic correlations between an infinite cluster and finite clusters are
absent due to a lack of magnetic interactions between them . This makes possible
an observation of the fractal structure of an infinite cluster by a high-resolutio n
measurement of the elastic-scattering profile near to the magnetic reciprocal point .

Our experiments were performed on a 2D diluted Ising antiferromagne t
Rb 2 Co,Mg1_,F4 (c = 0.60), whose magnetic concentration (0 .60) is very close
to the percolation threshold of a square lattice (0 .593) . The pure Rb 2 CoF 4 sys-
tem becomes antiferromagnetic at TN = 102.96 K with the spin direction along
the c-direction and alternating in the basal c-plane (Hutchings et al ., 1982) . The
magnetic-exchange interaction dominates within the plane and is limited to th e
nearest neighbours . The measured Néel temperature of a c = 0 .60 sample was 20 . 0
K, and the observed rounding of the transition was less than 1 K ; hence, varia-
tions in the Co concentration are within 0.599 < c < 0.601 . Using the value of
v G (1 .33) for a square lattice system we can estimate the geometrical correlatio n
length eG ti 730 ao for c = 0 .60, which implies a crossover wave vector q,, of 3 . 1
x10-4 27r/a, where a (\ao) is taken as the unit length of the [100] direction .
This sample is then expected to reveal a crossover at qe , from a homogeneous
structure at low q to a self-similar fractal structure at large q . Neutron elastic scat -
tering experiments were performed on a triple-axis spectrometer (Tl-1) installe d
at the thermal-neutron beam guide of the JRR-3M reactor at JAERI, Tokai . This
was used in the triple-axis operation mode with the energy transfer fixed at 0 meV
and with pyrolytic graphite crystals used as both the monochromator and analyzer .
Collimations were open-1 0'-10'-20' with incident energies of 13 .7 meV. Higher-order
contamination was eliminated by using a pyrolytic graphite filter . The crystal was
oriented with its [0 0 1] axis vertical ; the magnetic elastic scattering as a functio n
of the wave vector along the [10 0] direction was measured at the (10 0) magneti c
reciprocal position . The momentum-resolution width along the [10 0] direction was
0 .0095 27r/a at the full width at half maximum (FWHM) . The scattered intensitie s
I(q) were corrected for a small, but constant, instrumental background .

Figure 1 shows the magnetic intensity distribution (plotted in a semi-logarithmi c
scale) measured from Rb2Coo .6oMgo .40F4 . The intensity is shown as a function of
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Figure 1 . Scattered neutron intensities for Rb2Coo .6oMgo .40F4 near to the (100 )
antiferromagnetic reciprocal position measured at 4 .5 K (solid circles), 7 .5 K (open
circles), 10 K (triangles) together with the instrumental resolution (crosses) in a
semi-logarithmic plot .

q at T = 7.5 K (open circles) together with the instrumental resolution function
(crosses) . Below the transition temperature (TN = 20 K) of this sample, three kinds
of scattering contribute to the observed intensity . One is from the ordered pattern
of the infinite network ; the others are both from the critical magnetic fluctuation s
in an infinite cluster and thermal fluctuations in finite clusters . The line shape of
the former is independent of the temperature, and takes the form of a 6-functio n
if the system is homogeneous . The latter contribution is strongly temperature de -
pendent with regard to both the intensity and the line width, as is well established .
The absence of a temperature dependence in the scattering well below TN (data at
4.5, 7 .5 and 10 K in Fig. 1) indicates that the measured intensity is only. from th e
ordered magnetic structure . This is due to the fact that the critical scattering in a
2D Ising system decreases very rapidly with decreasing temperature, and is clearl y
negligible at these temperatures . A remarkable feature of the line shape observed
in the near-percolating system, Rb 2 Coo .60Mgo .40F4, is the very large width of th e
peak. This should be compared with the intrinsic 6-function peak arising from th e
antiferromagnetic long-range order (LRO) convoluted by the Gaussian resolutio n
function (crosses in Fig . 1) .
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The data taken at 7 .5 K were plotted in a double-logarithmic scale . The slop e
of the observed intensity versus the wave vector at q > 0.01 27r/a is 1.95 + 0 .07 .
This value is in good agreement with the fractal dimension (Df = 1.896) of an
infinite cluster in a 2D percolating network . In the c = 0 .60 sample, since the
length scale expands to 730 ao, a very large intensity from the self-similar fractal
structure is observed over a large q region, as shown in Fig . 1 . At q less than 0 .00 5
27r/a, the Gaussian peak shape due to the magnetic long-range order is evident .
Crossover from a homogeneous structure at small q to a fractal structure at large
q is clearly seen in this figure . From similar experiments with different magneti c
concentrations, we observed that the q values at which the scattering deviate s
from the Gaussian shape increases with increasing Co concentration . The observed
crossover region in each sample with different concentrations is consistent with th e
estimated value of q, mentioned earlier . This provides the first direct experimenta l
observation of the self-similar structure of an infinite cluster in a diluted magne t
close to the percolation threshold .

From the present experimental results we can directly conclude that the mag-
netic LRO below the second-order phase transition temperature is not always de -
scribed by a 8-functional form in reciprocal lattice space . The self-similar fractal
structure can be observed within a reasonable length scale in the simplest physical
realization of a fractal system: a diluted antiferromagnet close to the percolatio n
threshold .

3 Fracton excitations in a Heisenberg
antiferromagnet

In recent years, considerable attention has been directed towards the dynamica l
properties of highly ramified percolating networks that exhibit a fractal geometry
(Orbach, 1986) . Recent theories and computer simulations of these systems predict
the existence of highly localized fracton excitations with huge oscillation ampli -
tudes (Alexander and Orbach 1982 ; Nakayama et al ., 1994) . A random site-diluted
Heisenberg antiferromagnet is an ideal system for probing the existence of thes e
excitations . In such a system and at concentrations close to, but just above, the
percolation threshold there should be a crossover from long-wavelength spin-wav e
excitations to short-wavelength fracton excitations . The origin of this crossover i s
the fact that the fractal geometry is realized only at length scales shorter than the
geometrical correlation length SG (Stauffer, 1979) . Magnetic excitations in diluted
magnetic systems have been extensively studied using neutron inelastic scatterin g
techniques (Cowley, 1981) . However, a renewed experimental effort has recently
been initiated to characterize the fractal component of the dynamics in these di-

24*



364

	

H. Ikeda MfM 45

luted magnetic systems . For this, it is important to distinguish fracton excitations
from other localized excitations, such as Ising-like cluster excitations .

We have recently performed an experiment aimed to give the first quantitativ e
measurement of fracton excitations in near-percolating Heisenberg systems (Iked a
et al ., 1994) . For this experiment we have chosen a diluted pure-Heisenberg an-
tiferromagnet (RbMno .39Mgo .6lF3), in which the Mn concentration (0 .39) is very
close to the percolation threshold (cp = 0 .312) . The corresponding cross-over wav e
vector is q, _Gi = 0 .024 reciprocal lattice units (rlu) . The excitations with wav e
vectors smaller than qc are expected to be spin waves, while the excitations wit h
wave vectors larger than qc are expected to be fractons . Since q, in the present
system is very small, the fracton region is observable in such an experiment .

Our experiment was performed on a single crystal (about 1 cm 3 in volume) of
RbMno.39 Mgo .61 F3• The pure system RbMnF3 has a cubic perovskite structur e
and becomes antiferromagnetic at TN = 82 K with the spin directions alternating
along the cubic edges . The RbMno .39 Mgo .61F3 sample orders at 18 + 1 K wit h
the same magnetic configuration as in the pure system . The inelastic scattering
measurements were performed on a triple-axis spectrometer installed at the HFI R
reactor at the Oak Ridge National Laboratory (ORNL) . The crystal was oriente d
with its [0 1 -1] axis vertical. The magnetic excitations were measured for wave
vectors along the [0 1 1] direction from the (å z) zone center (q = 0), to the zon e
boundary (q = 0 .375 rlu) .

Figure 2 shows the energy spectrum of the magnetic response, taken at 4 .5 K ,
at the zone boundary corrected for instrumental background . As depicted in th e
figure, a fine structure due to the Ising-cluster excitations in this system appears .
The vertical bars in the figure give the probability density of random population s
of magnetic neighbors for c = 0 .39 . The energy values at the peaks agree wit h
the Ising-cluster energies of Mn2+ ions when an exchange constant of J = 0 .30
meV is used. No measurable intensity is expected at the highest position of 9 . 0
meV (z = 6) due to the small probability for 6 magnetic neighbors. It should be
noted, however, that the observed magnetic response extends beyond 8 meV wher e
no magnetic intensities from the cluster excitations are expected . This observation
indicates that the energy spectrum at the zone boundary, in this system, cannot b e
described solely by a simple Ising-cluster model . Since the energy resolution (1 . 0
meV FWHM) is finer than the peak interval (1 .5 meV), the contribution from the
cluster excitations can be resolved from the additional magnetic scattering . This
additional magnetic contribution is indicated by the dotted line in Fig . 2 .

The energy spectra obtained at several wave vectors from q = 0 to 0 .375 rlu (ZB )
reveal that the observed line shapes are not smooth, but have some small structure ,
originating from the cluster excitations, throughout the Brillouin zone . Also, over
the entire Brillouin zone the energy spectrum of the additional contribution shows
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Figure 2 . Magnetic response x"(q,E) of RbMno.39Mgo .s1F3 observed at the zone
boundary at 4 .5 K with an energy resolution of 1 .0 meV . The vertical bars indicate
the probability density of random populations of magnetic neighbours . The dotted
line represents the additional magnetic contribution and also the fitted scatterin g
function described in the text . Vertical bars represent error bars .

a very broad, smooth shape, and its magnetic response extends to the highes t
energies measured in our experiment (10 meV) . The energy width of this spectrum
is much broader than the energy resolution . As the wave vector increases, th e
intensity of the scattered neutrons decreases rapidly.

We have analysed the line shape of the magnetic response of an additional
magnetic contribution obtained at 4 .5 K. From a physical point of view, a damped
harmonic oscillator (DHO) would be the most reasonable model to fit these ex-
citations . We therefore fitted the broad excitation data to the functional for m
x" (q,E) = AP(q)E/[(E2 - Ep (q) 2 ) 2 + (P(q)E) 2 ], where A is a constant . This
form was successfully fitted to all of the data . The fitted values of Ep (q) and
P(q) as a function of q satisfy the power-law relationship with the same exponent ,
i .e ., Ep (q) oc P(q) oc q"±° . 2 . It should be noted that since the value of P(q) is
much larger than Ep (q), the excitations are strongly over-damped over the entire .
Brillouin zone. It has been recently reported that the single length-scale postulat e
(SLSP) holds for the magnetic response from fractons (Nakayama et al ., 1994) .
This postulate states that the peak energy and the energy width should have th e
same wave-number dependence as q z . , i .e ., Ep (q) oc P(q) oc qz The present result
is in accord with this theory .

A similar analysis using a DHO form has been performed in the nearly perco-
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Figure 3 . Temperature variation of x"(q, E) at q = 0.2 as a function of energ y
transfer observed at T = 4 .5 K (open circles), 9 K (closed circles), 19 K (open
triangles), 40 K (closed triangles), 60 K (crosses) and 100 K (open squares) . Vertical
bars represent error bars .

lating antiferromagnet Mn0 .32Zn0 .68F2 by Coombs et al . (1976) . We presume that
their over-damped signal might have contained contributions from both fracto n
and Ising-cluster excitations, although a separation of these was not pursued .

Another evidence for fractons is seen in the temperature variation of x"(q, E)
at wave vectors larger than q c . In Fig . 3, the energy spectra at q = 0 .2 rlu obtained
from T = 9 K to 100 K are shown . At T = 9 K (TN /2), peaks from Ising-cluster
excitations almost disappear due to the much more enhanced thermal fluctuations
of the molecular fields than at T = 4 .5 K. On the other hand, the over-dampe d
component is predominant at this temperature, and the line shape is the same a s
that measured at T = 4 .5 K. In this figure we observe the remarkable fact tha t
the over-damped component can survive even at T = 100 K (> 5 TN ), and the
peak energy slightly shifts towards higher energies with increasing T . These ar e
completely different from the traditional spin-wave excitations in the Heisenber g
system. The increase in the peak energy could be related to the localized nature o f
fractons, and thus the excitation energy (oscillating frequency) could be increase d
by obtaining the thermal energy .
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On the other hand, high-resolution inelastic neutron-scattering studies hav e
recently been performed on a three-dimensional (3D) diluted near-Heisenberg anti-
ferromagnet (Mn0 .5 Zn 0 .5F2 ) by Uemura and Birgeneau (1986, 1987) . They ascribed
the asymmetry of the obtained spectra and the double-peak structure at small wav e
vectors to the coexistence of magnons and fractons, and its wave-vector dependence
to the magnon-fracton crossover . This interpretation should be taken with caution ,
however, because the magnetic concentration of the system that they studied (0 .5 )
is far above the percolation threshold (cp = 0.245 or less for a body-centered tetrag-
onal lattice) . At this relatively high magnetic concentration it is dif ficult to obtain
conclusive evidence of fractons, since the system is not self-similar, even at smal l
length-scales .

Our arguments, based on the DHO function, are qualitatively in good agreemen t
with the current theory for fractons, although a quantitative description of the
physical properties of the antiferromagnetic fractons in a Heisenberg system ha s
not yet been completely resolved . We hope that an accurate description, even
for the magnetic response function itself, will be available in the near future fro m
analytic theories and/or computer simulations .

4 Anomalous diffusion and self-correlatio n
function

The observation of a single-spin diffusive motion on a percolating network hav-
ing fractal geometry has been a long-standing problem concerning the dynamica l
properties of percolation (Aeppli et al ., 1984) . In uniform systems, the mean-
square displacement of a random walker (R2 (t)) is proportional to the time t ,
(R2 (t)) oc t, for any Euclidean dimension . In percolating systems with fractal ge-
ometry, the diffusion is anomalous, and the mean-square displacement is described
by (R2 (t)) oc t2I(2+°) (e > 0) (Gefen et al ., 1983) . Here, O is defined using the
critical exponents ,Q, v and p, where /3 describes the probability of a site belonging
to the infinite network and v and p represents the average size and the average
mass (number of sites) of finite clusters as a function of the concentration, respec-
tively. These exponents were numerically estimated and for a 2D system e is 0 .871
(Havlin and Bunde, 1991) . This causes a slowing down of the diffusion of a spi n
due to the irregular path-structure of a fractal .

In order to observe anomalous spin diffusion using neutron scattering, the fol -
lowing considerations were made : (1) The diffusion of spins on percolating net -
works can be observed by neutron magnetic scattering. (2) Slow diffusion require s
a very high energy-resolution, particularly in a 2D system . (3) An observatio n
of the self-correlation function (S0(0)S0(t)) (where the subscript 0 refers to the
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lattice site) is essential for studying anomalous diffusion due to the single-spin
nature of motions . This quantity is inversely proportional to the volume V (t )
which can be occupied by a single spin during time t . That is, (So(0)So(t)) oc

V(t) - 1 oc R(t) -Df oc t.-Df/(2+8), where Df is the fractal dimension ; for a square -
lattice system it has been numerically estimated that Df of a percolating net -
work is 1 .896 . A Fourier transform of this quantity gives the following rela-
tionship : S(E) = f (So(0)So(t)) e -åEt dt oc EDf/(2+e)_1 . This quantity is ob-
tained by integrating the generalized scattering function S(q, E) over q . (4) Since
Df/(2+ O) - 1 = - 0.34 the form of S(E) exhibits a long tail, which makes it dis-
tinguishable from the tail of the Lorentzian lineshape, which is typical for critica l
magnetic scattering .

Neutron inelastic-scattering experiments were performed using the IRIS spec-
trometer at the ISIS pulsed spallation neutron source in Rutherford Appleton Lab -
oratory (RAL), UK (Ikeda et al ., 1995) . IRIS is an inverted geometry spectrom-
eter in which the neutrons scattered from the sample are energy-analyzed by be -
ing Bragg diffracted by large-area arrays of single crystals of mica and pyrolyti c
graphite (Carlile and Adams, 1992) . For the experiment detailed here the (0 0 4) re-
flection of the mica analyzer bank was used with an energy resolution of 4 µeV an d
a fixed final energy of 0 .832 meV. The mica detector bank has 51 separate element s
covering a 20-range of 25° to 155° . Inelastic signals can thus be observed simul-
taneously over a wide-range of momentum transfer with a high energy-resolution .
The energy-transfer range covered in these experiments was -0 .15 meV (neutro n
energy gain) to +0 .15 meV (neutron energy loss) .

The sample used in the present experiments was a 2D square-lattice antifer-
roinagnetic insulator diluted by non-magnetic Mg atoms, Rb2Coo .6Mgo.4F4 . The
spins (S = 1/2) in the material are localized, and it is the diffusion which is ob -
served . The Co concentration is very close to, but slightly above, the percolatio n
threshold (0 .593) . The magnetic-exchange interaction dominates within the plane ,
and is limited to the nearest neighbors . A large single-crystal (diameter 30 mm
and height 12 mm) sample of Rb2Coo .6Mgo.4F4 having a cylindrical shape was suc-
cessfully grown using the Bridgman method . The c axis coincides exactly with th e
cylindrical axis . The Néel temperature TN measured with a magnetic susceptome-
ter was 17 .0 + 0 .2 K, and no appreciable rounding of the transition was observed .
The mosaic spread of the sample was less than 0 .5° . Lattice constants ao and co
were 5 .78 and 13 .71 at T = 5 K, respectively .

The sample was mounted in a liquid-helium cryostat with its c axis vertical t o
the neutron scattering plane . The detectors at 20-angles between 68 .8° and 145.5°
were used for integrating the intensity S(q, E) over the momentum . These detec-
tors covered a wide momentum space centered at the (100) magnetic reciproca l
point . No magnetic scattering was observed in the other detectors, at any tern-
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Figure 4 . Self-correlation function S(E) of Rb2Coo .6Mgo .4F4 as a function of th e
energy transfer observed at 66, 80 and 95 K . The solid lines indicate the results o f
a fit to the sum of the Lorentzian and E-0 .35 form . The dotted lines represent th e
contribution from only the E-0 .35 form . The vertical bars represent error bars .

perature measured, because these detectors viewed a region of momentum spac e
well away from the magnetic reciprocal lattice point . Effectively, each detector el-
ement was associated with an area of the mica analyzer of dimensions 30 mm wide
and 200 mm high. The large height of the analyzer provided a high counting rat e
without compromising the momentum resolution, because the 2D nature of the
sample means that the momentum transfer in the vertical direction at a particular
scattering angle 28, is identical .

Experiments were performed at several temperatures above and below TN . Fig-
ure 4 shows the self-correlation function as a function of the energy-transfer, mea -
sured at T = 66, 80 and 95 K . As depicted, a long-tailed spectrum extendin g
towards a high energy-transfer is clearly observed . The overall spectrum is quit e
different from the lineshape of the critical magnetic scattering: Fitting the dat a
with a Lorentzian lineshape was of course not successful . Since the system has
a Néel temperature of 17 K, strong critical scattering with a Lorentzian line-
shape is expected; we therefore fitted the data with the sum of the Lorentzian
and E'-form . The best result was obtained with x being between 0 .3 and 0 .4
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(x = 0 .35 ± 0.06), suggesting that the long-E tail comes from anomalous diffusion ,
which predicts the E-0 .34 -form in the scattering function . The best results of a
fitting with x = 0 .35 are shown by the solid lines in Fig . 4, where the dotted line s
describe the contribution from only E-0.35 This fitting was successful for all of the
data taken above and below TN . Although the fitting to the sum of two functiona l
forms is successful at any temperature, on approaching TN the critical scatterin g
is more dominant, as was expected . On approaching TN , the thermal correlatio n
length becomes large, and the picture of single-spin diffusion does not hold . This
causes the decrease in amplitude of E-0.35 near to TN .

This experiment provides evidence for the anomalous diffusive motions of spins
in a near-percolating Ising antiferromagnet, Rb2Co0,6Mg0 .4F4 . The scatterin g
function integrated over momentum space in the paramagnetic phase reveals a
long-tailed spectrum with the form of E-(o.35fo .o6) superimposed on the Lorentzian
lineshape, which originates from the normal critical magnetic scattering .

5 Ordering kinetics in fractal networks

The ordering kinetics of a pure Ising model with a nonconserved order parameter
has been extensively studied both theoretically and experimentally (Gunton et al . ,
1983) . The order develops from the initial disordered state to the final long-range
ordered (LRO) state after rapid quenching from a high-temperature paramagneti c
state to an ordered state below its transition temperature . Theories as well as
computer simulations and experimental observations in metallic binary alloys hav e
proved that the temporal development of the order obeys t 1 / 2 law during the last
stage. However, it has been unclear how the order develops in a highly dilute d
magnet in which the magnetic concentration is close to the percolation threshold ;
the ordered cluster is therefore highly ramified and takes the form of a fractal . We
have recently succeeded in observing the ordering kinetics of a highly diluted anti-
ferromagnet, Rb2 Co o .60Mgo.40F4, with a fractal geometry by both neutron elasti c
scattering and magnetization measurements (Ikeda et al ., 1990) .

In order to observe how a system develops in going from a disordered initia l
state to a final LRO state, one may cool the sample very rapidly from a high -
temperature paramagnetic state to an ordered state at low temperature . In mag-
netic substances, however, the LRO is quickly stabilized when passing through th e
phase transition temperature and, hence, it was too difficult to observe a tempora l
growth of the domain size on a real time scale . In the present experiments, w e
utilized a new idea to realize the initial disordered state . As has been extensivel y
argued during the last decade, the LRO in 2D diluted Ising antiferromagnets is
destroyed by a uniform magnetic field applied along the spin direction and the
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Figure 5 . x versus T for data taken with external field cooling of 1 tesla (ope n
circles), 2 tesla (triangles), and 3 tesla (crosses) . x was found from fits of th e
magnetization by [loglo(t)]-' . The neutron data point is denoted by the soli d
circle .

system is broken into a micro-domain state (random-field effect) (Birgeneau et al . ,
1984 ; Belanger 1988 ; Nattermann and Villain, 1988) . Experiments have verified
that the equilibrium domain size in an external field decreases with increasing fiel d
and with decreasing magnetic concentration. Our observation of the equilibriu m
domain size of Rb2Coo .6oMgo .40F4 in a field of 4 .8 tesla showed only 12 ao . This
value is actually microscopic . Furthermore, we found that after removing the fiel d
the LRO recovers within a macroscopic time scale, typically from several hours t o
several days . These facts have enabled us to observe the ordering kinetics on a rea l
time scale .

For the time-resolved experiments, we performed both neutron-scattering an d
magnetization measurements . In both pure and diluted antiferromagnets, a syste m
having a LRO has no net magnetization at all . However, in a cluster having a finit e
size a ferromagnetic moment arises along the magnetic field due to a statistica l
excess of the number of up-spins . Simple argument gives rise to a relationshi p
between the micro-domain size R and the induced ferromagnetic moment M as
R oc 1/M, even in a system with fractal geometry. Therefore, the temporal decreas e
in M(t) corresponds to the time evolution of the domain size R(t) .

For magnetization measurements a small piece of 0 .0550 g mass was cut out
of the single crystal and mounted in a SQUID susceptometer . The crystal was
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Figure 6 . Temporal variation of transverse scans across the (100) superlattice po-
sition at T = 15 K ; the cooling field was 4 .8 tesla . The solid lines represent fit by a
single Lorentzian convoluted with the instrumental resolution function . R represent s
the resolution width .

cooled down to several designated temperatures below T N (20 K) while an exter-
nal magnetic field was applied along the c axis . The applied field was turned off
after reaching the desired temperature and the magnetization measurement wa s
performed in a zero field . The temporal decay rate of the magnetization is clearly
temperature dependent . This suggests that the growth rate of the order is governe d
by thermally activated magnetic fluctuations . In order to analyze the magnetiza-
tion data, we made fits with several different functional forms, including a simpl e
power law; in the end, however, we obtained the best results using a logarithmi c
power law, M(t) -1 = A+ B[log lo(t)] x , where A, B, and x are adjustable parame-
ters . We plot x as a function of temperature in Fig . 5, where the results for 1 T ,
2 T and 3 T cooling are depicted . Note that x goes to zero as T approaches zero ,
indicating that the kinetics are frozen at T = O . This provides further support fo r
our conjecture of thermally driven kinetics .

In order to directly observe the domain size as a function of time, neutron -
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x t=4800 s
• t-50000 s
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scattering experiments using a TUNS spectrometer installed at JRR-2, JAERI ,
were performed. We used a triple-axis mode of operation with the transferre d
energy fixed at zero using incident neutron of 13 .7 meV. An external field up to 5
tesla in magnitude was applied in the vertical direction, so that the single crysta l
was mounted in a cryostat with the c axis (spin direction) vertical . In order to
obtain the best instrumental resolution possible, transverse scans across the (1 0 0 )
superlattice Bragg point were performed . The resolution of the spectrometer under
these conditions was typically 0 .0050 FWHM in reciprocal lattice units (rlu) (1 rlu
= 27r/a = 1.097 Å -1 ) . The time dependence of the line shape with the transvers e
scan was measured at 15 K for 4 .8 T field cooling of the sample and was directly
compared with the magnetization measurements . The scan was repeated over a
period of 15 hours . Each scan takes approximately 15 min . Typical line shape s
at different times are shown in Fig . 6. The line shape was fitted with severa l
functions of the structure factor : a Lorentzian, a squared Lorentzian and the form
(K2+q2)-1 .5The sum of mean square deviations (x 2 ) in the Lorentzian fitting fo r
62 scans is less than the other two . The average domain size as determined from
fits by a single Lorentzian gives an exponent x of 3 .5 at 15 K. This value is in goo d
agreement with the magnetization result . From these results we found that in the
above time intervals the observed domain size satisfies the self-similarity conditio n
R(t) < G , where the geometrical correlation length G in the present sample i s
730 a 0i and, therefore, large enough .

Although the logarithmic time dependence of the domain size R(t) has been
discussed in earlier theoretical works (crest and Slorivitz, 1985 : Slorovitz and
Crest, 1985 ; Huse and Henley, 1985 ; Chawdhury et al ., 1987), to the best of our
knowledge this is the first experiment which actually shows the log(t) power-law
behaviour and kinetics which exhibits freezing at T = O .

In a magnet with quenched impurities, the impurities act as energy barri-
ers to domain growth; the pinning walls are therefore localized in energeticall y
favourable positions, drastically slowing down the ordering kinetics . In partic-
ular, freezing in the percolating magnets should involve domain motion, whic h
should be dependent on R ; in other words, the energy barrier is dependent on
R: E(R) = (1/F)(R - R0 ) 1 /x (Lai et al ., 1988) . Here, R0 and F are only
weakly temperature dependent . Since the time necessary to overcome such bar-
riers will have an activated temperature dependence, t T1 exp[E(R)/T], the
growth law for the domain size in this model will have a logarithmic dependence ,
R(t) = Ro+FT[ln(t/r1)] x . Our experiment shows that xis dependent on the tem-
perature and that it drastically increases as the temperature approaches TN (20 K) .
We believe that although this behaviour might be related to critical fluctuations ,
thermally controlled domain-wall motion dominates the ordering kinetics .
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Magnetism and Superconductivity Sharing a

Common Border in Organic Conductor s

D . Jérome

Laboratoire de Physique des Solides ,

Université Paris-Sud, 91405, Orsay, France

Abstract

The class of organic solids based on cation radical salts deriving from the parent molecule TT F
provides one- and two-dimensional conductors (superconductors) in which the electron delocal-
ization proceeds via a strong overlap between neighbouring molecules . Their magnetic properties
reveal in both series a common border between magnetism and superconductivity. Furthermore ,
the existence of antiferromagnetic fluctuations in the conducting phase is clearly established by
susceptibility and NMR experiments . Magnetism is also relevant in the alkali-doped fulleren e
A1C60 and gives rise to an antiferromagnetic ground state and strong ferromagnetic fluctuations
at high temperature .

1 Introduction

The development of itinerant magnetism in organic conductors is tightly linked t o
the history of organic superconductivity. Magnetism is indeed found in the same
materials, where conductivity and superconductivity can be stabilized at low tem-
perature, although under different conditions . The actual start of the research
on organic conductors was 1972 when a metallic-like conduction and a huge in-
crease of conductivity down to 60 K was reported in the organic charge compoun d
TTF-TCNQ before a Peierls transition (Jérome and Schulz, 1982) . In this ma-
terial, conduction proceeds very much like in a regular metal although no meta l
atoms are present in the molecules . This is the characteristics for organic conduc-
tivity. Soon after the discovery of organic superconductivity, itinerant magnetis m
appeared to be a frequently accompanying phenomenon . Contrasting with conven-
tional molecular crystals made of neutral organic molecules held together by wea k
Van der Waals forces, organic conductors contain molecules with unpaired carrier s
in 7r-molecular orbitals presenting an open shell configuration. Such a situation
originates from a partial oxidation (reduction) of donor (acceptor) molecules in th e
formation of a salt with an inorganic anion (cation) . In addition, a strong inter-
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molecular overlap of 7r-orbitals allows the electron delocalization over all molecula r
sites in the crystal . However, in most cases the delocalization occurs preferentiall y
along selected crystallographic directions . Such a packing optimizes the overlap

CH3 Se

	

Se CH3

S~Se~CI-kg

	

CH3PAO -04!=d3

TMTS F

A X

a X

X

Figure 1 . Donor molecule TMTSF, entering the Q-1D structure of (TM) 2 X com-
pounds . The structure is dimerized with an alternating intermolecular distanc e
(overlap integrals) .

between molecular orbitals along the stacking direction . As long as the on-sit e
Coulomb repulsion U does not overcome the energy gained by the band formation ,
conducting properties can be observed with a very pronounced one dimensiona l
character along the stacking axis . The planar TMTSF (tetramethyl-tetraselen a
fulvalene) donor molecule with the TTF skeleton forms loosely connected stack s
of molecules in the crystalline state of (TMTSF) 2 X salts (Fig. 1, where the or-
ganic molecule is oxidized in the presence of an inorganic acceptor X = PF 6 , C1O4 ,
NO 3 , . . .) (Bechgaard et al ., 1980) .

Other derivatives of the TTF molecule also give rise to higher dimensionality
conductors . These are the planar donor molecules BEDT-TTF (ET) (Williams e t
al ., 1991) . The ic-type packing of ET molecules is unique in that the molecule s
first form dimers and then adjacent dimers are arranged in planes in an almos t
orthogonal order (Urayama et al., 1988), Fig . 2 . Intra and interdimer interaction s
are nearly equal in amplitude. Secondly, the planes are packed in a 3D structure
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Figure 2 . Transverse view of the 2D organic superconductor n-(ET) 2 Cu[N(CN) 2 ]Br .

of (ET) 2X materials with an alternation of organic and inorganic planes of anion s
X = Cu(NCS)2 , Cu[N(CN) 2 ]Br (or Cl), etc . . . .

This crystal structure gives rise to a large metal-like conduction within th e
molecular layers and a very loose coupling between layers . In both 1- and 2D se-
ries, the negatively charged anions adopt a closed-shell configuration and do no t
contribute to the electrical conduction . So far, we have introduced organic com-
pounds displaying 1- or 2D conducting properties . However, the recent discovery
of the C60 molecule (Kroto et al ., 1985) has allowed the synthesis of isotropically
conducting organic solids . Unlike the TMTSF molecule (called TM from now on) ,
neutral C 60 molecule is a good electron acceptor molecule . Hence, when electrons
are added to the LUMO of individual molecules through their reduction by an
alkali cation the strong intermolecular interaction between 7r-orbitals makes a sal t
such as A3C60 i A = K, Rb, Cs a 3D conductor and even a superconductor (Heb -
bard et al ., 1985), Fig . 3 . We shall restrict the subject of this review to the thre e
families of organic conductors which have been mentioned above . They all exhibit

25
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A IC6 0

A 4 C 6 o

Figure 3 . Crystal structures of C60 and various alkali-doped fullerides, after Goz e
(1996) .

superconductivity with critical temperatures ranging between 1 and 30 K in the 1- ,
2- and 3D series . They can also exhibit itinerant antiferromagnetic ground state s
instead of superconductivity and strong magnetic fluctuations at high temperature .
A conduction band formed by the intermolecular overlap of 7r-molecular orbital s
giving rise to bandwidths of the order of 1 eV, Fig . 4 .

The family of organic conductors extends far beyond those discussed in this
short survey but the interplay between magnetism and superconductivity is bes t
illustrated by the restricted choice made in this article .

2 One dimensional conductors

2 .1 Materials

Practically all properties that can be anticipated from the theory of 1D conductor s
(Solyom, 1979) are observed in the prototypic family (TM ) 2 X where TM means th e
symmetrical TMTSF molecule or its sulfur analogue TMTTF and X is a monoanio n
such as an halogen or P F6 , C1 O4 , etc- • • . This brief review will not discuss the prop-
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Figure 4 . Energy dispersion of (TMTSF) 2 PF 6 using the double ( calculation an d
density of states or (TMTTF) 2 Br (a) and (TMTSF) 2 PF 6 (b) (E . Canadell, 1995) .
The interchain coupling is responsible for the small warping of the Fermi surface .
The dimerization gap is visible at the point X of the zone boundary. The minimum
near the center the density of states is a reminiscence of the dimerization.

erties related to structural disorder introduced by non symmetrical molecules suc h
as TMDTDSF (Auban, 1989), DMET (Ishiguro and Yamaji, 1990), or by alloyin g
the organic stack . According to the 2 : 1 stoichiometry of the salt, oxidation of th e
neutral TM molecule should lead to the presence of half a hole per TM molecule .
However, the intermolecular distance along the stacking direction in the crysta l
exhibits a dimerization with the important consequence of opening a dimerizatio n
gap in the 1D electron dispersion (Ducasse et al ., 1986), hence, the 1D conduc-
tion band becomes half-filled instead of 3/4-filled as can be inferred from chemical
considerations only. The conduction band is about 1 and 0 .5 eV wide for TMTS F
and TMTTF salts respectively, Fig. 4. It will become clear that the half-filling
character is one of the crucial parameters which governs the electronic properties
of these materials at low temperature . This property can be related to the gap 8 G
(the dimerization gap) which is opened in the middle of the originally 3/4 fille d
band and gives rise to full (empty) lower (upper) bands. The dimerization gap is
related to the alternation of the intra stack transfer integral . Structure determi-
nations and band calculations show that the relative bond alternation is large fo r
sulfur based molecules 38% in (TMTTF) 2PF6 and smaller in selenium compound s
19% and 15% in (TMTSF) 2 PF 6 and (TMTSF) 2 C1O 4 respectively with a further
decrease under pressure and (or) at low temperature due to thermal contraction .
There exists a finite (although small) interstack coupling t L which makes these 1 D
conductors actually quasi-iD (Q-1D) when the temperature is smaller than a cross -
over temperature Tx . In a non-interacting electron gas Tx reads T° = tL/sr (Emery,
1983) . However the cross-over temperature is influenced by Coulombic intrachai n
interactions and T.~ could very well be much smaller than the bare cross-over tem-
perature T° (vide-infra) . Consequently, we may anticipate that sulfur compounds
in the (TM)2 X series with large dimerization gaps and low cross-over temperature s

25*
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should exhibit more pronounced 1D features than the selenium-based conductors .
Such an expectation is corroborated by the examination of the (TM) 2X phas e
diagram .

2.2 High temperature regime

Electronic, magnetic and structural properties of (TM) 2X compounds are now
fairly well understood in a quasi-one dimensional (Q-1D) theoretical framewor k
where the band-filling character, the amplitude of the Coulomb repulsion and intr a
(inter) chain overlaps are the relevant parameters . The generic diagram in Fig . 5
displays the variety of regimes than can be observed among (TM) 2 X compounds
(Jérome, 1991) . Special attention has been paid to key compounds on which trans -
port, magnetic, NMR and structural experiments have been performed varying the
temperature or pressure . They are labeled by letters in Fig . 5 . The transport in
the high temperature domain (T > 300 K) is governed by the strength of the 1 D
lattice dimerization . This dimerization makes the half-filling of the band a par-
ticularly relevant concept for compounds at the left of the diagram but much less
pertinent (although non zero) where moving towards the right . The band structure
of these 1D conductors is relatively simple as it comprises two nearly planar and
open Fermi surfaces, Fig . 4 . The interactions between electrons are usually taken
as three constants g 1 , g2 and g3 modeling the backward, forward and Umklap p
scattering of two electrons respectively . When the band is half-filled, the scatter -
ing of two electron from one side of the Fermi surface to the other via the Umklap p
repulsion g 3 = g1 É contributes to localize the 1D carriers (Barisic and Brazovskii ,
1979) since the momentum transfer in this scattering is a reciprocal lattice vector .
The transport becomes activated below a temperature with an activation energ y
Op = 7rTp (Emery et al ., 1982) . (TMTTF) 2PF6 (a) provides a good example for
the strong Mott-Hubbard localization Ap 600 K of carriers in a half-filled band .
The magnetism of such a Mott-Hubbard localized phase is that of a 1D Heisenber g
chain . The uniform susceptibility (q = 0 fluctuation modes) follows a Bonner-
Fisher behaviour with a maximum at a temperature inversely proportional to L .

The 2kF fluctuations modes are also low lying excitation mode of this AF chain .
They can be probed by the measurement of the hyperfine spin-lattice relaxatio n
rate Ti1 (Moriya, 1963) which reads for a 1D conductors (Bourbonnais, 1987) ,

Tl 1= CoTXs(T ) + (i1TK n

where q = 0 (2kF ) spin fluctuations contribute to the first (second) term i n
Eq. (1) . Kp is the exponent related to the spatial dependence of the charge-
charge correlation function in 1D theory (Schulz, 1991) . It also enters the power
law temperature dependence of the density wave (DW) response at 2k F , namely

(1)
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Figure 5 . Generalized phase diagram for the (TM)2X series . Spin-Peierls (SP), spi n
density wave (SDW) and superconductivity (SC) are indicated together with the
zero pressure location of prototypical compounds (TMTTF)2PF 6 (a), (TMTTF) 2 B r
(b), (TMTSF) 2 PF 6 (c) and (TMTSF) 2 C10 4 (d) . The dotted line represents th e
temperature Tp separating the metallic phase at high temperature from the charg e
localized phase (CL) at low temperature .

xDw(2kF) TKP -1 . If 1D charge localization comes into play, Kp -3 0, and th e
2kF contribution to Ti1 should become T-independent according to Eq . (1) .

The temperature dependence of Tj.-1 of (TM) 2X compounds provides a remark -
able illustration for the evolution between Mott-Hubbard localized electrons in (a )
and delocalized 1D electrons in selenium compounds (c) and (d), Fig . 6 . In those
selenium compounds, because of the weakness of the half-filling character, 1D Mott -
Hubbard (localization is not efficient until a cross-over towards a 2- or 3D electron
gas is reached at the cross-over temperature Tx) . It has been pointed out that
the cross-over temperature can be strongly suppressed by intrachain Coulombi c
interaction in the Q-1D electron gas and should read (Bourbonnais and Caron ,
1986)

\ 1-K

PTx = T°	

PC t1~KP

EF

According to Eq . (2), a single particle cross-over temperature is either non relevant
or at most very small whenever the Mott-Hubbard localization is developed . This
is the situation which is encountered for sulfur compounds with Kp -* 0 . For
selenium compounds, Umklapp can no longer be a strong localizing mechanis m
although strong 2kF fluctuations are still seen by NMR experiments and a metal -

(2)
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(TMTSP)2 C104
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30 0
TK1

Figure 6 . 13 C-relaxation rate of two compounds of (TMTTF) 2 X series versus TXs ,
X = PF 6 and Br. TP is the temperature showing the charge localization . The
localized limit is reached at low temperature in all sulfur compounds . The finit e
intercept of Ti 1 at T = 0 is attributed to the role of 1D AF-fluctuations . Thes e
fluctuations, although present in selenium compounds as well cannot be detected o n
such a plot, see the dashed line for the schematic behaviour of (TM) 2 X compounds .
The T-dependence of the spin susceptibility is similar throughout the (TM) 2 X series .

like behaviour survives down to a critical temperature where the conducting stat e
undergoes a transition towards an itinerant magnetic ground state (Bechgaard e t
al ., 1980 ; Jérome and Schulz, 1982) . The extensive NMR investigation conducted i n
various compounds of the (TM) 2 X series (Wzietek, 1993) has led to a determination
of the intrachain interactions governing the magnetic and transport properties o f
the 1D metallic phases (Jérome, 1994) .

Table I : Parameters describing the behaviour of transport (K,,, g 3 ) and magnetic
properties (D. ) of some (TM) 2 X compounds in the conducting (or localized) phase
at high temperature .

Compounds Tp
g iKp

IrV
F 7r41,

T~ EF

(TMTTF) 2PF6

	

> 250 K
(T < 2050 K)

1 0 .4 < 20 K 1600 K

(TMTTF) 2 Br 100 K
(T < 050 K)

0 .9 0 .35 < 20 K 1900 K

(TMTSF) 2PF6 0 .15
(T< 100K)

1 .1 0 .16 10 K 3100K
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2.3 (TM)2X ground states

At the left side of the diagram Fig. 5(a) (TMTTF) 2PF 6 presents an insulating
spin-Peierls ground state in which the electrons of a uniform Heisenberg chain a t
high temperature are dimerized and form a non-magnetic singlet ground state wit h
a 2kF-lattice distortion below T6 = 19 K (Pouget et al ., 1982) . The spin-Peierl s
instability is slightly depressed under pressure (Jérome, 1991) and above 10 kbar
a ground state with an internal magnetization is stabilized ; a spin-density wave
(SDW) phase with a commensurate wave vector (Brown et al ., 1997) . That is als o
the situation encountered in (TMTTF) 2Br at ambient pressure (a) (Barthel et al . ,
1993) . Increasing pressure, the Néel temperature increases and the commensurat e
antiferromagnetic Néel state becomes incommensurate above a critical pressure o f
10 and 5 kbar for (a) and (b) respectively with a concomitant maximum of th e
AF transition temperature (Klemme et al ., 1995), Fig . 7 . The 3D coupling which
promotes the existence of long-range order at low temperature is the intrachai n
interaction between 2kF bond CDW for the spin-Peierls ground state and th e
interchain exchange coupling for the commensurate Néel instability (Bourbonnais ,
1987) . When the conducting phase is stable below Tx, it is the nesting propertie s
of the 2D Fermi surface which triggers the establishment of the Overhauser groun d
state at TN given by 1 - gl(Tx)xsDw(Q,T) = 0 where g i (Tx ) stands for the
amplitude of the electron interaction renormalized down to Tx and Q is the best
nesting vector of the 3D Fermi surface (Ishiguro and Yamaji, 1990) . With a 2D
model for the Fermi surface (FS), Q = (2kF , lrlb) when only nearest neighbou r
interchain interactions are included in the energy dispersion, namel y

e(k) = 2t il cos k l a + 2tl cosklb .

	

(3 )

Deviations to perfect nesting are taken into account by adding a contribution
2ti cos 2k1b to Eq. (3) . Thus, the nesting vector becomes incommensurate with
the underlying lattice . This is the situation which prevails in (TMTSF) 2PF6 (c)
at ambient pressure or in (TMTTF) 2PF 6 and (TMTTF) 2 Br under high pressure .
Evidences for the incommensurability of the magnetic modulation have been give n
by NMR and transport properties experiments . The 13C-NMR single crystal line-
shape of (TMTSF) 2PF 6 reveals a continuous distribution of local fields (Barthel et
al ., 1993) instead of the narrow lines related to the finite number of magneticall y
inequivalent nuclei at high temperature .

At first sight, the field distribution can be explained by a sinusoidal modulatio n
with amplitude (0 .06-0 .08 AB ) . This spectrum is at variance with the discrete
NMR spectrum observed in the commensurate SDW of (TMTTF) 2Br at ambient
pressure using 13 C and 1 H-NMR.

Other evidences for the incommensurability of the SDW ground state are given
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Figure 7 . The SDW ground state of (TMTTF) 2 Br under pressure . 5 kbar is a critical
pressure between a commensurate SDW (P < 5 kbar) and an incommensurate SDW
at P > 5 kbar .

by the consequence of the existence of a low lying long wavelength phason mode i n
the excitation spectrum corresponding to the sliding of the modulation . This mode
gives rise to a hyperfine relaxation of the nuclear spins which is T-independent when
the SDW effective mass is not enhanced by a coupling to phonons (Barthel, 1994) .
This behaviour has been clearly identified in the SDW state of (TMTSF) 2PF6
(Barthel et al ., 1993a) and also in (TMTTF) 2 Br under 12 kbar (Klemme et al . ,
1996), Fig . 8 . The behaviour of (TMTTF) 2Br at 1 bar or (TMTTF) 2PF6 at 10
kbar is in striking contrast . There, the gapless phason mode is suppressed by
commensurability and nuclear relaxation is induced by the thermal excitation of
magnon modes with an activation energy of 12 K at H = 9 .4 T .

Another consequence of the SDW incommensurability can be observed in th e
transport properties of the Overhauser state . The magnetic incommensurate struc-
ture has no preferential position with respect to the lattice ; it can slide and con -
tribute to a collective conducting channel similar to the Fröhlich mode of CD W
systems (Grüner, 1994) . This mode consists in the joint displacement of both spi n
polarized CDW modulations building up the SDW ground state . Hence, the con-
ductivity of the SDW state becomes electric field dependent . However, a non linear
conductor is only observed above a threshold field ET (of the order of 5 mV/cm
(Tomic and Jérome, 1989)) . The threshold field is related to the breaking of th e
translational invariance of the SDW by the existence of randomly distributed im-
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Figure 8 . Temperature dependence of the 13 C-relaxation in the incommensurat e
SDW phase of (TMTSF) 2 PF 6 . The T-independent relaxation below the peak due
to 3D fluctuations at TN is attributed to the gap less phason mode . The relaxatio n
is activated in (TMTTF) 2 PF 6 under 13 kbar as the ground state is expected to b e
a commensurate . SDW.

purities acting as pinning centers on the condensate, Fig . 9 . The oscillation of the
SDW condensate around its equilibrium position can contribute to the AC con-
ductivity (at E < ET) and gives rise to a resonance in the far infrared regime .
This is the pinned mode resonance . The very large electrical polarizability of the
condensate gives rise to a large static dielectric constant which in turn is related
to the threshold field by the equatio n

6(0) ET = constant .

	

(4 )

The validity of Eq . (4) has been proven for a variety of CDW phases (Grüner ,
1988) . It is also followed over a wide domain of threshold fields in th e
(TMTSF) 2 [AsFs] (1 _ x) [SbFe4 series as ET is varied by several orders of magni-
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Figure 9 . Non linear conduction in the SDW phase of (TMTTF) 2 AsF6 at T = 4 . 2
K .

tudes throughout the solid solution (Traetteberg et al ., 1994) . The DC collective
motion of the SDW condensate generates an AC component at a frequency v, whic h
is linearly related to the collective current . The existence of the oscillating current
is well established in (TMTSF) 2PF6 by looking at the interference between an ex-
ternal AC driging source and the internal AC current (Kriza et al ., 1991) . This is
the equivalent of the Shapiro steps in the physics of Josephson junctions . Further -
more, the rigid motion of the magnetic modulation induces a local magnetic fiel d
modulation at a frequency v, as observed from the magnetic motional narrowin g
of the NMR lineshape (Barthel et al ., 1993b) . There still remains a controvers y
about the relation between v,,, and vo (at a given SDW current) in a SDW state .
The origin of the AC current oscillation, rigid motion of the condensate or single
particle to collective conversion at the electrodes is not settled for a SDW stat e
(Clark, 1996) .

A recent claim has been made about the existence of CDW x-ray scatterin g
satellites (extremely weak) in the (TMTSF) 2PF6 ground state at a wave vector Q
corresponding to the wave-vector of the magnetic modulation (Pouget, 1996) . The
coexistence between magnetic and electric modulations implies that the two spin
polarized CDW building up the SDW modulation are not exactly out of phase, a s
expected for a pure SDW . This mixture between degrees of freedom could possibl y
explain the weakly first-order character of the transition revealed in transport an d
magnetic measurements . The 2D nesting becomes frustrated when 2tL is increase d
(changing the anion or under pressure) . Consequently the SDW ground state i s
rapidly suppressed . The possible divergence of the Cooper channel at low temper -

(TMTSF)2Asr5
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Figure 10. Superconducting transition in (TMTTF) 2 Br under 26 kbar .

ature is unaffected by the increase of 2tl since inversion symmetry e(k) = e(-k )
is preserved for very general energy dispersion laws . A superconducting ground
state can thus be stabilized for (TM) 2X compounds. The critical temperature
never exceeds 2 K . High pressure is required for the superconductivity of sulfur
compounds (TMTTF) 2 Br (Balicas et al ., 1994), Fig . 10, and selenium compound s
(TMTSF) 2PF6 (Jérome et al ., 1980), Fig . 11 . (TMTSF) 2 C1O 4 is the only membe r
of the (TM) 2X series in which superconductivity exists under ambient pressur e
(Bechgaard et al ., 1981) . What has emerged from the study of (TM) 2X super-
conductors is the strong competition existing between superconducting and DW
instabilities governed by the FS nesting . Attempts to raise TT (superconductivity)
in TMTSF2ReO4 using a pressure cycling procedure to prevent the formation o f
an anion ordered insulating phase has led to the stabilization of the more stabl e
SDW phase (Tomic and Jérome, 1989) . Therefore, TT cannot be raised above 1 . 3
K but superconductivity in the (TM)2X series develops in a background of AF
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spin fluctuations. Unlike 2D superconductors which are the subject of the nex t
section, the properties of the anisotropie 1D superconducting state have not ye t
been studied in details .

3 Two dimensional conductor s

3.1 Ground states

When 2D organic superconductors first appeared, they became very popular for
a lot of reasons. Rather high superconducting Te (as compared to the (TM) 2 X
series) could be stabilized in the phase ßH-(ET) 2 I 3 (T~ = 8 K) (Laukhin et al . ,

1985 ; Creuzet et al., 1985) and TT = 9.4 K in K-(ET) 2 Cu(NCS) 2 (Urayama et
al ., 1988), Fig . 11, or even 11 .4 and 12 .8 K in K-(ET) 2 Cu[N(CN) 2]Br (Kini, 1990 )
and K-(ET) 2 Cu[N(CN) 2]Cl under 0 .3 kbar (Williams et al ., 1990) respectively.
Owing to the very pronounced 2D character of the FS, textbook examples fo r
quantum oscillations of the magnetization and resistivity have been observed i n
K-(ET)2Cu(NCS) 2 (Oshima et al ., 1988) and ßH-(ET)2I3 (Kang et al ., 1989) lead-
ing to a detailed determination of the FS (Wosnitza, 1995) . The importance of
magnetism in 2D conductors is less apparent than for Q-1D conductors since th e
absence at first sight of any nesting feature on the FS precludes the stabilizatio n
of SDW phases . Consequently, several 2D conductors remain metallic down to lo w
temperatures . At variance with Q-1D conductors, what is exceptional for 2D con-
ductors is the absence of magnetism under ambient pressure . There are, however ,
some indications that in these systems too, superconductivity is located close t o
an insulating state which shows magnetic properties . The relevance of magnetism
becomes clear from the phase diagram in Fig. 12 displaying the different ground
states which can be stabilized in the K-(ET) 2CuX series varying the nature of the
anion CuX or the pressure parameter . The origin of pressure has been fixed at th e
compound K-(ET) 2 Cu[N(CN) 2]Cl undergoing the onset of a magnetic modulation
below 26 K (Miyagawa et al., 1995) . The magnetic nature of the ground stat e
is also supported by the observation of an antiferromagnetic resonance in ES R
experiments . Furthermore, 13 C and 1H-NMR data suggest the stabilization of a
commensurate magnetic structure with an amplitude of 0 .4-1 11B which is about
ten times the amplitude measured in the (TM) 2 X series. The origin for such a
commensurate magnetic ground state is not clear at the moment as the FS of thes e
2D conductors does not reveal any obvious commensurate nesting vectors . In spite
of its unknown origin the interplay between magnetism and superconductivity i s
obvious in Fig . 12 . A minute pressure of 0 .3 kbar is enough to suppress the mag-
netic ground state and stabilize superconductivity below 12 .8 K (Sushko et al . ,
1993) .
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Figure 11 . Superconductivity at 1 K in (TMTSF) 2 PF 6 under 9 kbar and at 9 K i n
k-(ET)2Cu(NCS) 2 at ambient pressure .

3.2 Magnetic fluctuations at high temperature

Although the role of Coulomb repulsions in 2D conductors could be anticipate d
from the early data of frequency dependent optical conductivity leading to U/W
1 (Jacobsen, 1987 ; Jérome, 1994) . This is the NMR investigation of is-phase con-
ductors which confirm that magnetic fluctuations govern the electronic propertie s
of the conducting phase at high temperature . First, the pressure dependence of
the Knight shifts (KS) in is-Br is large (-6% kbar -1) and can only be explained i f
the on-site Coulomb repulsion to bandwidth ratio is of the order unity (Mayaffr e
et al ., 1994) . Secondly, an anomalous temperature dependence was found for th e
Knight shift and the spin-lattice relaxation rate (Mayaffre et al ., 1994), Fig . 13 .
At ambient pressure, the Knight shift shows a smooth T-dependence between 30 0
and 50 K which can be understood by the thermal contraction but below 50 K
a further pronounced drop of the susceptibility is observed (Kataev et al ., 1992) .
Concomitantly, (T1 T) -1 reveals near 50 K an important enhancement which obvi-
ously departs from the usual Korringa relation (Mayaffre et al ., 1994 ; Kawamoto
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100

1 G

Figure 12. Generalized phase diagram for the K-(ET) 2 CuX 2D conductors .

et al ., 1995) . This behaviour of the relaxation rate seems to be general for mos t
K-phase materials . At a pressure of 4 kbar, all anomalies of KS and (T1 T)-1 are
removed and a Korringa law is recovered (Mayaffre et al ., 1994) . The temperatur e
profile of both (T1 T) -1 and KS suggest the existence of a pseudo-gap in the den-
sity of states and of strong spin fluctuations at a wave vector nesting the 2D Ferm i
surface . Besides magnetic properties there exists an anomalous behaviour for the
resistivity as well in the same temperature range . The temperature of 50 K is the
temperature where a peak of dR/dT is observed (Sushko, 1991) . As for (T1T)-1 or
KS, a regular behaviour of the metallic conductivity is recovered under a pressur e
of ti 4 kbar (Sushko, 1991) .

3 .3 Comparison with high T, cuprates

The temperature profiles of (T1 T) -1 and KS show a striking similarity with those
reported in underdoped cuprates, for example via 63Cu-NMR in YBa2Cu3Os .63
(Takigawa et al ., 1991) . This relaxation behaviour in HTSC has often been ex-
plained by the existence of short range AF correlations in the CuO 2 planes giving
rise to a gap in the spin excitations (Kampf and Schrieffer, 1990) . However, for
-ET 2X materials, the tight correlation between the relaxation peak and the tem-

perature dependence of the resistivity makes it difficult to consider a decouplin g
between the spin and charge degrees of freedom. The origin of enhanced relax-
ation and transport scattering rate could be due to some nesting properties of the
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Figure 13 . ic-(ET) 2 Cu[N(CN)2]Br NMR under pressure . Temperature dependenc e
of the Knight shift at 1 bar (s) and 4 kbar (o) normalized to the 300 K value (a )
and of (T1 T) -1 at different pressures 1, 1 .5, 3 and 4 kbar from top to bottom (b) .

2D Fermi surface with two possible incommensurate wave vectors connecting th e
flat portions (Oshima et al ., 1988), Fig . 14 . Both nuclear relaxation and electron
scattering depend on the imaginary part of the spin susceptibility. Thus ,

q
(T1T)

- 1 x"(q , w,n )

wn
(5 )

If Q is the vector nesting the Fermi surface even partially, this features leads to a n
enhancement of the real part of the bare susceptibility x; (q, w) at q = Q and with
the RPA (T1 T) -1 reads (Charfi-Kaddour et al ., 1992) .

(T1T ) 1 	1	 Yö( w nn )

- UxÔ(q , wn))2

	

wn
q

(6 )

Therefore, a maximum of (T1 T) -1 could derive from the nesting at the wave vecto r
Q enhancing x o (q, wn ) in Eq. (6) . Going beyond the RPA, the Fermi liquid theor y
in the presence of nesting properties explains the development of the pseudo gap in
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Calculated band structure (a) and Fermi surface (b) of a -
(ET) 2 Cu[N(CN) 2 ]Br, after Canadell (1996) .

the density of states at the Fermi level . Such pseudo-gap would affect the static an d
dynamic susceptibility explaining both the drop of KS and the peak of relaxation .
Furthermore, the peak of resistivity can be attributed to the enhanced scatterin g
against AF fluctuations . The high pressure work shown how the various manifes-
tations of AF fluctuations on magnetism and transport vanish very quickly . Tl o r
the pseudo gap, being related to the nesting properties are much more sensitiv e
to pressure than the high temperature Knight shift (or susceptibility) . Further-
more, as observed in Q-1D superconductors the suppression of AF fluctuation s
under pressure goes together with the disappearance of superconductivity . This
observation emphasizes the experimental relation between spin fluctuations and
superconductivity in both 1D and 2D series of organic superconductors (Wziete k
et al ., 1996) .

4 Fullerides

4.1 Phase 3 fullerides

Among the various kinds of AxC60 fullerides superconducting compounds A3C6 o
(A = K, Rb, Cs) are probably those in which magnetism plays the smallest role .
The metallic character of A3C 60 is fairly well understood in terms of a half fillin g
of a band deriving from the six threefold-degenerate lowest unoccupied molecular
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orbital (LUMO) of C 60 . The study of the spin susceptibility of K3C60 via 13 C
Knight shift and Tl measurements (Kerkoud et al ., 1994) reveals a very small
pressure coefficient (si -1% kbar') which is in fair agreement with the pressure
dependence of the band structure neglecting Coulomb interaction . In addition, the
superconducting transition of phase 3 compounds with different alkali atoms o r
under pressure supports an interpretation in terms of a weak coupling BCS model
with a pairing interaction mediated by intramolecular electron-phonon couplin g
(Haddon, 1992) .

4.2 Phase 4 fullerides

In A4C 60 compounds, four levels among the six threefold-degenerate t i orbital s
are occupied by alkali metals electrons implying a partial filling of the band i n
the solid. However, the metallic character which could be expected from the par -
tial band filling is not observed from photoemission spectra (Henning et al ., 1992 )
optical conductivity (Iwasa et al ., 1993) and thin film resistivity (Haddon et al . ,
1994) data . Furthermore, ESR susceptibility (Kosaka et al ., 1993) and T1-1 data
(Zimmer et al ., 1994) show the non-magnetic and insulating nature of the groun d
state, Fig . 15. However the nuclear spin-lattice relaxation is very fast at roo m
temperature and cannot be explained by a straightforward semiconducting ban d
structure model . Following an NMR investigation under pressure (Kerkoud et al . ,
1996), an interplay between the molecular Jahn-Teller and the energy dispersio n
has been proposed for the interpretation of the electronic properties of A 4C 60 . The
th, manifold is split into three components with two lower degenerate component s
filled by the four alkali atom electrons and one empty higher component . Moreover ,
the molecular interaction gives rise to the broadening of the molecular level int o
a semiconducting band scheme . If the Jahn-Teller effect AJT is strong enough t o
overcome the band broadening an insulating material is obtained . The fast relax-
ation at room temperature has been explained by intrinsic localized paramagneti c
centers provided by local excitations of the Cho molecules . The lowest excited
state (C60 )* differs from C60 by the inverse arrangement of the doubly degen-
erate and non degenerate Jahn-Teller levels . The lower level is completely fille d
by two electrons and the higher is half-filled by the two residual electrons . The
latter, according to the Hund's rule form a triplet state giving rise to thermally
activated localized paramagnetic centers with an activation energy which amount s
to AJT /2 . A Jahn-Teller splitting of 140 meV has been derived from the activate d
temperature dependence of Ti-1 in Rb60 . The exciton level at OJT/2 lies within
the Jahn-Teller gap and at increasing pressure the bandwidth increases with a con-
comitant merging of the localized states into the itinerant states . The material
evolves from a narrow gap semiconductor with localized paramagnetic excitations

26
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Figure 15 . Temperature dependence of 13 C-Ti 1 in Rb4C6o for different pressures .
The fit with the model of localized triplet excitons (Kerkoud et al ., 1996) is shown
by the continuous line at 1 bar . The relaxation of thermally activated carriers in a
semiconductor would follow the dashed line .

at ambient pressure to a semimetal under a pressure of 12 kbar as shown from th e
recovery of the Korringa behaviour for Ti-l , Fig. 15 .

4 .3 Phase 1 fullerides

A1C60 forms a remarkable system where the stabilization of an itinerant magneti c
ground state has been identified for the first time in the A x C 60 series (Chauvet
et al ., 1994) . A 1 C60 undergoes a first-order structural transition around 350 K
between a fcc phase at high temperature and an orthorhombic phase at low tem-
perature (Stephens et al ., 1994) . The orthorhombic phase is particular as it exhibit s
a polymerized structure along chains of C 60 molecules . ESR (Pekker, 1994) and
optical conductivity (Bommelli et al ., 1995) data support the conducting nature o f
A 1 C 60 down to 50 K . However, the progressive opening of a pseudo-gap in N(EF)
is observed at low temperatures (Chauvet et al ., 1994) and a magnetic ground state
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Figure 16 . Relation between 13 C-Ti 1 and Xs in Rb 1 C 60 when the pressure is varie d
between 1 bar and 4 .5 kbar. The best fit is obtained for TI 1 X3/2 .

sets in below 20 K (Uemura et al ., 1995 ; Mac Farlane et al ., 1995) . The unusu-
ally large pressure coefficient of the susceptibility -9% kbar -1 ) (Forro et al . ,
1996) reveals the importance of the exchange enhancement in these materials with
a Stoner factor of about 3 under ambient conditions (Auban-Senzier et al ., 1996) .
The magnitude of the enhancement may be explained by two specific features fo r
phase 1 fullerides . First, the calculation of the effective Coulomb repulsion tak-
ing into account the Jahn-Teller energy and the bare on-site repulsion provides a
value of 0 .2 eV for Rb 1 C 60 but nearly negligible for A 3 C60 (Victoroff et al ., 1995) .
Secondly, a large contribution to N(EF) can be expected from a singularity in the
density of states located in the vicinity of the Fermi energy (Victoroff and Héritier ,
1996) .

The nature of magnetic fluctuations is still very controversial . One-dimensional
AF fluctuations, related to the polymerized structure have been claimed to per-
sist up to room temperature on the basis of a temperature independent nuclear
relaxation (Brouet et al ., 1996) . However, this suggestion is in agreement neither
with the conducting character of the compound nor with the experimental relation
between T1 and xs leading to 1/T1 xs 2 or xs which is followed (Moriya, 1995) ,

26*
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Fig . 16, as the pressure is increased up to 6 kbar (Auban-Senzier et al ., 1996) . What

has been proposed instead is the model of ferromagnetic fluctuations within chain s
or planes of the body centered orthorhombic structure of A 1 C0o. AF-fluctuations

between planes grow below 50 K and provide a two-sublattice magnetic groun d

state at 15-20 K (Erwin et al ., 1995) . The band structure calculation (Erwin e t
al ., 1995) has shown that the 3D AF-modulation opens a gap at the Fermi level

and makes the ground state insulating . The magnetic ground state is suppresse d

under pressure as shown by NMR data under pressure, Fig . 17, but at 6 kbar even
in the absence of long range ordered magnetism strong 3D AF-fluctuations remain ,

in the incipient antiferromagnet as indicated by the temperature dependence of the

relaxation,)/Ti ti T1/4 (Moriya, 1995) . Under 12 kbar, the existence of a Korring a

relaxation down to the lowest temperatures supports the existence of a weakly
correlated metallic phase bearing much resemblance with the conducting phases o f

Rb3C60 at ambient pressure or Rb4 C fi0 under pressure .
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5 Conclusion

Organic superconductivity has been around for the last 15 years . Remarkable
progresses have been achieved in terms of increasing the stability of the supercon-
ducting state from 1K in one dimensional organic conductors pertaining to th e
(TM) 2X series up to 30 K in the fullerides . The systematic study of isostructura l
series of either 1D or 2D conductors has shown that the phase diagrams exhibit
magnetic phases in close proximity to the superconducting state . Furthermore ,
superconductivity emerges out of a "normal conducting" state in which the pres-
ence of magnetic fluctuations has been clearly identified by a wealth of NMR data .
As far as 1D conductors are concerned, the U/W ratio is close to unity and th e
interplay between the half-filling character (the Umklapp scattering term) and th e
interchain overlap (the cross-over temperature Ty) makes the generalized phase di-
agram remarkably diversified with spin-Peierls, SDW and superconducting groun d
states . Proximity between superconductivity and magnetism is also observed i n
high TT superconductors with a noticeable difference since the critical temperatur e
reaches zero at the borderline . The anisotropic character of the pairing interac-
tion in 2D organics is inferred from the gapless character of the quasi particl e
energy spectrum. However, the symmetry of the order parameter is still waiting
for phase-sensitive experiments . In this context the role of magnetic fluctuations
in pair formation of organic superconductors has to be clarified (Mayaffre et al . ,
1995) . In spite of the narrow bandwidth, magnetism is less present in the series
of AxCso fullerides . Only in A 1 C60 uniform spin fluctuations are observed at hig h
temperature and the AF coupling between ferromagnetic planes allows the stabi-
lization of an AF ground state at low temperature . High pressure decreases the
importance of magnetic fluctuation and suppresses the stability of the AF groun d
state .
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Nuclear Magnetism in Copper, Silver, an d
Rhodium Metals at Positive and Negative Spi n

Temperatures in the Nano- and Picokelvin Regimes
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Hahn-Meitner Institut, 14019 Berlin, German y

and

Low Temperature Laboratory, Helsinki University of Technology, 02150 Espoo, Finland

Abstract

This paper reviews magnetic susceptibility and neutron diffraction studies of metallic copper ,
silver, and rhodium . I shall start by giving a short historical introduction, followed by a simple
theoretical discussion . The concept of negative spin temperatures will then be explained . Next, I
shall describe the experimental techniques . The results of measurements will then be presented ,
first on copper, then on silver, and lastly on rhodium . My review ends with a few concludin g
remarks .

1 Introduction

Electronic magnetism shows a wide spectrum of different ordering phenomena, ex -
tending from room temperature and above in iron to a few millikelvins in ceriu m
magnesium nitrate . Because the nuclear magnetic moments are three orders o f
magnitude smaller than their electronic counterparts and because dipolar interac-
tions are proportional to the respective magnetic moments squared, spontaneous
ordering phenomena can be expected to occur in a nuclear spin system only at mi-
crokelvin temperatures and below . Solid 3He is an exception owing to the strong
quantum mechanical exchange force, augmented by the large zero-point motion ,
and so are Van Vleck paramagnets, like PrNi 5 , in which considerable hyperfin e
enhancement of the magnetic field occurs . In these systems, the transition tem-
perature is relatively high, around 1 mK (Andres and Bucher, 1968) .

Experiments on nuclear magnetic ordering in metals are based on the pioneerin g
investigations of Nicholas Kurti and his collaborators (Kurti et al ., 1956) . They
established the feasibility of the "brute force" nuclear demagnetization method .
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The basic formula for nuclear cooling is given by the relationshi p

B1/T1 = B2 /T2 ,

where B 1 and T1 are the initial and B 2 and T2 the final magnetic field and tem-
perature before and after demagnetization, respectively. In spite of the limitations
imposed by cryogenic techniques forty years ago, the Oxford group succeeded i n
reaching 1µK in the nuclear spin system of copper . Subsequent improvements i n
experimental procedures, much of it done in Helsinki after the advent of powerfu l
dilution refrigerators and superconducting magnets in the late sixties, have mad e
nuclear cooling a reality even below 1 nK (Lounasmaa, 1989) .

It is important to note that very near the absolute zero it is meaningful t o
speak about two distinct temperatures in the same specimen and at the same time ;
these are the nuclear spin temperature T and the lattice and conduction electron
temperature Te . During nuclear refrigeration experiments, these two quantitie s
can differ by many orders of magnitude . The nuclei reach local thermal equili-
brium among themselves in a time characterized by T2 , the spin-spin relaxatio n
time, whereas the approach to equilibrium between nuclear spins and conduction
electrons is governed by the spin-lattice relaxation time T1 . At low temperatures ,
3-2 «T1 , which makes a separate nuclear spin temperature meaningful and real .

According to Korringa's law (Korringa, 1950),

(1 )

TIT, -~, (2)

where K is Korringa 's constant . For copper ic = 1 .2 sK, in silver and rhodium
= 10 sK, and in platinum rc = 0 .03 sK. For example, at the conduction electron

temperature of 50 µK, relevant to experiments on copper, the relaxation tim e
T1 = 7 h. In silver and rhodium the conduction electrons have been cooled t o
100 µK; 28 h are then needed to reach equilibrium between electrons and nuclei i n
these metals . In low applied fields (B < Bloc), the relaxation is faster at least by a
factor of two and even quicker in the presence of electronic magnetic imputities . For
example, in silver at 100 µK, T1 ti 8 h was actually observed after demagnetization .
In platinum, conduction electrons and the nuclei are usually at the same temper-
ature because of the very quick spin-lattice relaxation process .

Purcell and Pound (1951) first produced negative spin temperatures by rapid
magnetic field reversal, using LiF as the working substance . The implications of
these early NMR experiments have been discussed by Ramsey (1956) and by Va n
Vleck (1957) . Two decades later, beginning in 1968, studies of nuclear co-operative
phenomena at positive and negative spin temperatures were started by Abragam
and Goldman (Abragam, 1987 ; Goldman, 1970 ; Bouffard et al ., 1994) ; the Saclay
group investigated the dielectric materials CaF 2 , LiF, and LiH .
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The Helsinki investigations of spontaneous nuclear magnetic ordering were star -
ted in the mid 1970's by constructing a two-stage nuclear demagnetization cryostat ,
a pioneer of its kind (Ehnholm et al ., 1979, 1980) . The first really important result s
were obtained in 1982 when magnetic susceptibility measurements showed that cop-
per orders antiferromagnetically below the Néel temperature TN = 58 nK (Huiku
and Loponen, 1982) . In 1984, three antiferromagnetic phases were discovered in a
single crystal specimen below the critical field B, = 0 .25 mT (Huiku et al ., 1984 ,
1986) .

In order to investigate, in more detail, the antiferromagnetically ordered spi n
structures of copper, neutron diffraction experiments were initiated in 1985 by a
collaboration between the Risø National Laboratory in Denmark (Kurt Clause n
and Per-Anker Lindgård), the Hahn-Meitner Institut in Berlin and the University
of Mainz (Michael Steiner), and the Low Temperature Laboratory in Helsinki (Oll i
Lounasmaa) . These measurements, carried out in Risø, extended by an order of
magnitude the temperature regime at which neutron diffraction had been employe d
previously. In 1987, the first results were obtained when the (1,0,0) Bragg reflectio n
was observed in copper confirming, indeed, antiferromagnetic order (Jyrkkiö e t
al ., 1988) . In 1989 another Bragg reflection, at (1, 3, 3), was found (Annila et
al ., 1990, 1992) . The three antiferromagnetic phases, discovered by susceptibilit y
measurements, were reproduced .

The work on silver started in Helsinki in 1987 (Oja et al ., 1990) . By employing
magnetic susceptibility measurements, positive and negative spin temperatures of
0.8 nK and -4 .3 nK were recorded . In the middle of 1990, antiferromagnetic
order was found below 560 pK at positive temperatures (Hakonen et al ., 1991) .
And, in 1991, the ferromagnetically ordered spin structure at negative temper-
atures was observed in silver, with ordering at Tc = -1.9 nK (Hakonen et al . ,
1992) . In 1993 the Danish-Finnish-German team started preparations for neutron
diffraction work at T > 0 on silver at the Hahn-Meitner Institut in Berlin. In
1995 the antiferromagnetic Bragg peak at (0,0, 1) was seen (Tuoriniemi et al . ,
1995) . A structure with the ordering vector k = (7r/a)(0, 0, 1) developed when the
ordered phase was entered by adiabatic demagnetization along the [0, 0,1] axis .
The observed Bragg peak proves decisively spontaneous antiferromagnetic nuclear
spin ordering in silver at T > O . So far the neutron diffraction work has not been
extended to negative spin temperatures, but such experiments should be technicall y
feasible .

In rhodium, spin temperatures of 280 pK and -750 pK were produced in 199 3
(Hakonen et al ., 1993) . These are the current world records on each side of th e
absolute zero . Spontaneous magnetic ordering has not been seen in rhodium so far .

The present paper is very short on theory but a comprehensive review (Oja an d
Lounasmaa, 1997), including an extensive theoretical section, will appear in the
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January 1997 issue of Reviews of Modern Physics . I also refer to short articles by
Hakonen et al . (1991) and by Hakonen and Lounasmaa (1994) . I discuss the theory
and practice of neutron diffraction experiments only very briefly (see the beginin g
of Sect . 8) ; for a more complete treatment the publications by Steiner (1993) an d
by Nummila et al . (1997) should be consulted .

2 Theoretical remarks

Nuclear spins in metals provide good models to investigate magnetism. The nuclei
are well localized, their spins are isolated from the electronic and lattice degree s
of freedom at low temperatures, and the interactions between nuclei can often b e
calculated from first principles . Therefore, these systems are particularly suitabl e
for testing theory against experiments . Comparisons with ab initio calculations
allow rather deep new insights into the interactions leading to spontaneous nuclea r
ordering .

The Hamiltonian of the nuclear spin system can be writte n

H = Hd ; P + HRK + HZ + HPsd .

	

( 3)

In this expression the dipolar force between the magnetic moments of the nuclei i s
given by

i.t0h2

	

3Hdip = 47r E 'Yi7j rij [ Ii Ij
i<j

( rij ' Ii)(r ij ' Ij)] •

	

(4 )

The form of the dipolar interaction is known exactly . In Eq. (4), ko is the permea-
bility of free space, h is Planck's constant divided by 27r, -y is the gyromagneti c
ratio (proportional to the nuclear magnetic moment µ), rij is the distance betwee n
spins i and j, and I is the nuclear spin . The appearance of the lattice vector r ij in
the second term in braces shows that the dipolar force is direction dependent, i .e . ,
the interaction is anisotropic .

The so-called Ruderman-Kittel (1954) exchange force, caused by polarization
of conduction electrons by the magnetic nuclei, is given b y

HRK -
i< j

where

Jij (r ij ) I i • Ij ,

J(x) ec [cos x - (sin x)/x]/x3 .

The expression for HRK shows that the RK-force is isotropic . Calculations of HR K

requires detailed knowledge of the electronic band structure of the metal . The form

(5)
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function Jij (r ij ) is expanded in Eq . (5) using the free-electron approximation, but
it has been calculated for copper and silver from first principles (Lindgård et al . ,
1986 ; Harmon et al., 1992) . The RK exchange interaction, which oscillates with
distance between neighbouring nuclei, can be ferro- or antiferromagnetic, depend-
ing on the lattice parameter and crystal symmetry .

The Zeeman interaction with the external magnetic field B i s

Hz - -hyB

	

'

	

(6 )

In copper, the ferromagnetic dipolar force is almost equal to the antiferromagnetic
Ruderman-Kittel interaction, whereas in silver the latter dominates by a factor o f
2 .5 . This leads to a complicated magnetic phase diagram (see Sects . 7 and 8) in
Cu. Owing to the strong exchange force, the spin system in silver bears a clos e
resemblance to an fcc Heisenberg antiferromagnet which has been the object o f
much theoretical interest owing to "frustration" (Binder and Young, 1986) . With
ferromagnetic forces between neighbours, there is no problem. Because the nuclear
spin I = 1/2 in silver and rhodium, quantum effects are expected to be prominent .

In rhodium the d-electron-mediated anisotropic exchange forces, characteristi c
of transition metals, contribute as well (Bloembergen and Rowland, 1955) . These
can be taken into account, approximately, by a pseudodipolar ter m

HPS

	

[I i I j - 3rij 2 ( r ij • I i)(rij • I j) ]
i< j

in the Hamiltonian of Eq. (3) .
Nuclear ordering in scandium metal has been investigated by Suzuki and hi s

coworkers (Koike et al ., 1995) ; they claim to have seen the transition to an ordered
phase but the experimental data so far are not convincing . Pobell and his group
at Bayreuth have studied thallium metal (Schröder-Smeibidl et al ., 1991) and th e
cubic intermetallic compound Auln 2ï in these two substances the spin-lattice re-
laxation time is so short that conduction electrons and the nuclei are always i n
thermal equilibrium with each other . Recent data (Herrmannsdörfer et al., 1995 )
on AuIn 2 show that the 115 1n nuclei order ferromagnetically at the surprisingly hig h
Curie temperature Tc = 35 pK . For a discussion of hyperfine enhanced materials ,
such as PrNi5 , I refer to Andres and Lounasmaa (1982) .

All experiments on insulators, by Abragam, Goldman, and their coworkers
(Bouffard et al ., 1994) and by Wenckebach and his team (Van der Zon et al . ,
1990), have been performed using dynamic nuclear polarization, followed by adia-
batic demagnetization in the rotating frame . The main weakness of the dynamic
method of cooling is the inevitable presence of electronic paramagnetic impurities ,

(7)
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introduced purposely to polarize the nuclei by the "solid effect" ; the strong loca l
fields produced by the impurities probably blur, to a certain extent, some of th e
features of the nuclear long-range order . Copper, silver, and rhodium provide mor e
general systems for experimental and theoretical studies of nuclear magnetism a t
positive and negative spin temperatures . These metals can be cooled by the brut e
force adiabatic nuclear demagnetization technique, without recourse to electronic
impurities .

3 Negative spin temperatures
Much of the theoretical discussion in this section is based on the early work o f
Ramsey (1956) and Van Vleck (1957) .

Energy level diagram for an assembly of silver or rhodium nuclei, at positiv e
and negative spin temperatures, is shown schematically in Fig . 1 ; the spin I = 1/2 ,

g

	

T=-0

	

T<0

	

T= -~

T=+O

	

T>0

	

T= +

Figure 1 . Energy-level diagram of nuclear spins in silver or rhodium at selecte d
temperatures when B = constant (Hakonen and Lounasmaa, 1994) .

so there are just two levels, corresponding to p, parallel and antiparallel to the
external field B.

The distribution of the nuclei among the Zeeman energy levels is determine d
by the Boltzmann factor ,

exp(-s/k B T ) = exp(µ ' B/kBT) .

At positive temperatures the number of nuclei in the upper level, withµ antipar-
allel to B, is always smaller than in the lower level . At the absolute zero, all nucle i
are in the ground state with p parallel to the external magnetic field B . At T < 0

tttt

	

tt t
lt	 	 1	 1

( 8 )
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there are more spins in the upper than in the lower level.
Ordinarily, the temperature describes the average energy which is either con-

nected with the free motion of the particles or with their vibrations about th e
lattice sites . In both cases the energy per particle is on the order of kBT . The
kinetic energy has no upper bound . Thus, if the temperature were raised towards
infinity, the energy of the system would increase without limit . This is an un-
physical situation and means that conduction electrons and the crystalline lattic e
cannot be brought to T = ±cc, even less to T < 0 .

Negative temperatures, however, are possible when the energies of the particle s
are bound from above . In such cases, the absolute temperature is closely connecte d
with the amount of disorder, i .e ., with entropy. Let us consider nuclei in a constan t
external field B . The magnetic moment µ of each nucleus tends to orient itself
along the field, but thermal motion produces disorder . When the temperatur e
approaches zero, the entropy decreases . At T = +0, this causes complete order
among the nuclei . In principle, one can also remove the nuclear disorder and ap-
proach the absolute zero from the opposite, negative side, T -y -0, by having th e
nuclear moments fully aligned antiparallel to the external field .

The theorems and procedures of statistical mechanics, such as the use of th e
partition function and the quantum mechanical density matrix, apply equally to
systems at negative temperatures . By examining the statistical theory by which
the Boltzmann distribution is derived, there is nothing objectionable a priori fo r
the parameter 1/kBT being negative ; T < 0 simply means that the mean energy
of the system is higher, instead of being lower than the energy corresponding to
equal populations among the energy levels at T = ±oo .

The thermodynamic functions can be computed from the partition function ,
given for a 2-level system, with energy e = +p,B (see Fig . 1), by the expression

Z = [exp(I.LB/kB T) - exp(-,uB/kBT)] N = [2 sinh(/B/k BT)]N ,

	

(9 )

where N is the number of spins in the assembly . Polarization p and entropy S are
given by the relations

p = tanh(µB/k BT) , (10)

S/R=1n2- z[(1+p)ln(1+p)+(1-p)ln(1-p)] . (11)

The thermodynamic quantities are functions of B/T only.
Near the absolute zero, 1/T or log T is sometimes used as the temperature func -

tion but, when T < 0, log T is not suitable . However, on the inverse-negative scal e
= -1/T, the coldest temperature, 'T = +0, corresponds to ß = -oc and the hot -

test temperature, T = -0, to = +co. On this scale the algebraic order of ß and
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the order from cold to hot are identical ; the system passes from positive to negative
Kelvin temperatures through ß = -0 -3 +0. The choice, ß = -1/T, ensures tha t
a colder temperature is always to the left side of a hotter one along the /3-axis .
This inverse-negative scale thus runs in an "orderly" fashion from the coldest t o
the hottest temperature . The third law of thermodynamics appears "naturally " by
the impossibility to reach the positive or negative ends of the 13-axis infinitely far .

Figure 2 illustrates the entropy S, the specific heat at constant field CB , and
the internal energy U, suitably normalized, of a two-level spin assembly as a func-
tion of ,C3 = -1/T. The external field B and the energy level separation 2µB are

Figure 2 . Entropy (dotted curve), internal energy (full curve), and specific hea t
(dashed curve) plotted as a function of -1u1B/kBT at B = constant for a nuclea r
spin system of two energy levels separated by 2j B (I = 1/2, ßu1 = and R is
the gas constant) .

assumed constant . The entropy has its maximum value S = R In 2 at ß = +0, i .e .
at T = -oo or T = +oo, because both energy levels are equally populated an d
polarization is zero . The specific heat CB is zero at /3 = -oo and at / 3 = +oo since
all spins occupy their lowest or highest energy level at T = +0 and no more heat
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can be removed or absorbed, respectively . At ß = +0, CB = 0 as well because a
very large change in T corresponds to a very small change in the spin configuration .
The internal energy U has its lowest value at T = +0 and its highest value whe n
T=-0.

At T < 0, adiabatic demagnetization heats the spin system, instead of coolin g
it as happens when T > O. Similarly, for experiments on polarized nuclei, at T < 0

the spin system must be heated to the hottest negative temperature to achiev e
maximum polarization, while at positive temperatures the spins must be cooled .

From the thermodynamic point of view, an essential requirement for the exis-
tence of a negative temperature is that the entropy S is not a monotonically in -
creasing function of the internal energy U . In fact, whenever (åS/aU) B < 0, T =
1/(DS/0U) B < 0 as well . It was mentioned already that for negative temperatures
to occur, there must be an upper limit to all allowed energy states of the system ,
otherwise the Boltzmann factor of Eq. (8) does not converge for T < O . Nuclear
spins satisfy this requirement since there are 21 + 1 Zeeman levels and, indeed ,
(åS/0U) B changes sign at T = +co .

In addition, the elements of the spin assembly must, of course, be in interna l
thermodynamic equilibrium so that the system can be described by the Boltzmann
distribution and thereby assigned a temperature . The thermal equilibrium time
T2 among the nuclear spins themselves must be short compared to the time TI o f
appreciable "leakage" of energy to or from other systems . In silver, for example ,

= 28 h at Te = 100 pK, while T2 = 10 ms .
We now return to the nuclear energy level diagram of Fig . 1 . As the temperature

is increased from T = +0, nuclei flip into the upper energy level and, at T = +oo ,
there is an equal number of spins in both levels ; the infinite temperature, however ,
does not cause any problems in this case since the energy spectrum has an upper
bound . When the energy is increased further by lifting more spins to the higher
level, the inversed spin distribution can still be described by the Boltzmann factor ,
see Eq. (8), but now with a negative temperature . Finally, when approaching the
absolute zero from the negative side, T -* -0, eventually only the upper energy
level is populated . Since heat is transferred from the warmer to the colder bod y
when two systems are brought into thermal contact, negative temperatures ar e
actually "hotter" than positive ones .

At T = +0, an isolated nuclear spin assembly has the lowest and, at T = -0 ,
the highest possible energy. This important fact can be put on a more general basis .
During demagnetization, the external magnetic field B at first completely controls
the nuclear spin system . Entropy, a function of B/T, stays constant . However ,
when the field has been reduced sufficiently, approaching the internal local fiel d
Bloc , 0 .25 mT in copper and 35 /IT in silver and rhodium, the dipole-dipole an d
exchange forces gradually take over and the spin order begins to change from that

27
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forced by B to an arrangement determined by mutual interactions . During this
spontaneous adjustment of spins the entropy increases, according to the genera l
principles governing thermodynamic equilibrium, until S reaches a maximum whil e
the magnetic enthalpy

	

H=U-BM,

	

(12)

where M is the magnetization, stays constant because the system is isolated . If the
entropy does not exceed a critical value, about 45% of its maximum Rln(2I + 1) ,
spontaneous spin order will occur .

In order to find the equilibrium spin configuration, one has to consider th e
variation of entropy under the restriction of a constant enthalpy, i .e ., one must
seek an extremum of S + AH where, by differentiation, Lagrange's multiplier A =
-dS/dH = -1/T. Therefore, one obtains S - H/T = -G/T for the thermodyna-
mic potential reaching an extremum ; G is the Gibbs free energy. When temperature
is positive,

	

G=H-TS

	

(13 )

and the extremum is a minimum since S assumes its largest value at equilibrium .
When the temperature is negative,

G=H+ T 1 S

	

(14 )

and the Gibbs free energy obviously reaches a maximum .
The tendency to maximize the energy, instead of minimizing it, is the basic

difference between negative and positive temperatures . In silver, the nearest-
neighbour antiferromagnetic Ruderman-Kittel exchange interaction, three time s
stronger than the dipolar force, favours antiparallel alignment of the nuclear mag-
netic moments and thus leads to antiferromagnetism at positive spin temperatures .
At T < 0, since the Gibbs free energy now must be maximized, the very same inter -
actions tend to produce ferromagnetic nuclear order . This has been observed in
experiments (see Sect . 9) .

4 Achieving population inversion in practic e

The Helsinki group has produced negative spin temperatures in silver and rhodiu m
(see Sects . 9 and 11) . In these metals, the spin-spin relaxation time 7-2 = 10 ms ;
therefore, the nuclei can quickly equilibrate among themselves to a common spi n
temperature . On time scales 10 ms « t « 10 h, two separate temperatures exist :
one, Te for the lattice and conduction electrons, and another, T for the nuclei . The
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spin-lattice relaxation time, rl = (10 sK) /Te in silver and rhodium, is inversely
proportional to the conduction electron temperature, see Eq. (2). For good ther-
mal isolation between electrons and nuclei, a low Te is thus needed; this is why the
experiments must be carried out at ultra low temperatures .

Population inversion from positive to negative spin temperatures is rather hard
to generate in metallic samples for two reasons : First, substantial effort is neede d
to reach the high initial spin polarizations, and second, eddy currents make th e
production of inverted spin populations a difficult task . In spite of these problems ,
a team in Helsinki (Oja et al ., 1990) decided to try such an experiment on silver :
A small external magnetic field was reversed quickly, in about 1 ms, so that th e
nuclei had no chance to rearrange themselves among the energy levels .

This simple idea worked : Negative temperatures were produced in the nuclea r
spin system of silver but the loss of polarization was large . After improvements an d
refinements of the technique, fully satisfactory results were obtained ; first on silve r
(Hakonen et al ., 1990) and later on rhodium (Hakonen et al ., 1993) . In copper ,
r2 = 0.1 ms, 100 times shorter than in silver and rhodium . Therefore, produc-
tion of negative temperatures has not succeeded in copper, because the externa l
magnetic field could not be reversed fast enough without causing massive eddy
current heating in the specimen .

Indeed, it is important to realize that the field flip must be rapid in comparison
to T2 , the Larmor period of the spins in the local field Bloc . If this condition i s
not met, the spins are able to follow adiabatically the field reversal, and negativ e
temperatures will not result . Demagnetization will just be followed by remagne-
tization to the positive starting temperature . In fact, during the quick field flip
the Boltzmann distribution of the spins breaks down and, for a short moment, th e
system cannot be assigned a temperature . In a certain sense, the spin assembly
passes from positive to negative temperatures via T = +oo -* -oc, without cross-
ing the absolute zero . Therefore, the third law of thermodynamics is not violated .
The needed increase in the energy of the spin system is supplied by the externa l
magnetic field .

The rapid reversal of a small magnetic field, typically 400-500 /IT, always re-
sulted in a loss of polarization, i .e . increase of entropy of the spin system . The
inversion efficiency from p i to p2 was about 95% at small polarizations but de-
creased to 80% for pl > 0.8 . Therefore, the studies at T < 0 in silver were limited
to negative polarizations up to p 2 -0 .6 .

The increase of entropy is, at least partially, explained by the heat that mus t
flow to the spin-spin interaction "reservoir" to warm it to a negative temperatur e
after population inversion, which reverses only the sign of the Zeeman temperatur e
Tz (Oja et al ., 1990) . Owing to the magnetic dipolar forces between the spins an d
other interactions, the Zeeman levels actually form bands which have an energy

27*
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distribution and a temperature Tss of their own .
Contrary to the Zeeman energy, the spin-spin interaction energy does not de -

pend on B . By changing the external magnetic field, a difference can thus b e
produced between Tz and Tss . When B is much higher than Bloc (35 /IT in silver) ,
the separation of the two Zeeman energy levels is large in comparison with the
width of the spin-spin bands . This means that the latter system has a very smal l
possibility to absorb an energy quantum produced when a spin is flipped . It then
takes a long time for Tz and Tss to equalize . When B Bloc , equilibrium is reached
quickly. This process, leading to T = Tz = Tss , is probably an important reason
for the polarization loss during the field reversal .

Before the field flip, Tz = Tss = 10 nK. After the 400 /IT field is quickly reverse d
to -400 1ST, Tz -10 nK but Tss first stays at +10 nK . Since B » Bioc , the heat
capacity of the Zeeman reservoir is much larger than the heat content of the spin -
spin system, which guarantees that, after equilibrium, the spin temperature T < 0 ,
but "colder" than -10 nK. As soon as B Bloc , dipole-dipole and exchange inter -
actions become important and, at the Curie temperature Tc = - 1 .9 nK, produce
ferromagnetic order in silver (see Sect . 9) .

5 Cryogenic techniques

To obtain nuclear temperatures in the nano- and picokelvin regimes, a sophisticate d
"brute force" cooling apparatus, with two nuclear refrigeration stages in series, has
been employed in Helsinki, Risø and Berlin . The cryostats have, of course, un-
dergone many important changes over the years . Precooling is done by a dilutio n
refrigerator, and the large first nuclear stages have been manufactured from coppe r
rods weighing over 1 kg . The second nuclear stage is the sample itself, made of a
2 g piece of bulk copper or of many 25 to 75 um thick strips of silver or rhodium .

The specimen is connected to the precooling first nuclear stage without a heat
switch. This means that the conduction electron temperature Te is the same in
both nuclear stages and that, for thermal isolation of the nuclear spin syste m
in the sample, one relies entirely on the slowness of the spin-lattice relaxatio n
process . The latest of these cascade nuclear refrigerators, operating at the Hahn -
Meitner Institut in Berlin, is illustrated in Fig . 3 . Cooling techniques below 1 K
are discussed in detail by Lounasmaa (1974) .

In copper the spin-lattice relaxation time is too short for experimental conve-
nience, but for silver and rhodium T1 is inconveniently long, 28 h at 100 uK in a
high magnetic field . Therefore, precooling a silver sample to 50 uK is a tedious
process requiring two days . Owing to the limited capacity of the liquid 4He bath ,
it was not feasible in the experiments on silver to wait long enough ; this frequently
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Thermal link; natural Ag
Polarization magnet ; 7 T
Static coils ; x, y, z
Neutron beam path
Sample; 1 .6 g of 109Ag
Susceptibility coils
Cryoperm magnetic shield

Figure 3 . Cascade nuclear demagnetization cryostat designed for neutron scatterin g
experiments on silver in Berlin (Nummila et al ., 1997) . The apparatus has a 9 T
magnet surrounding the 1 .4 kg copper nuclear cooling stage and a 7 T magnet
for the sample. The copper refrigerant, demagnetized to 60 mT, keeps the lattic e
temperature at about 100 lrK while the 109Ag nuclei are polarized to 95% . The
spins are further cooled into the picokelvin range by reducing the 7 T external field
to zero . Before the end of demagnetization, an additional field of 400-500 eT i s
applied on the sample by a set of small coils, so that the ordered state can later b e
entered from any field direction . The Oxford 600 dilution refrigerator has a coolin g
power of 4 pW at 10 mK .
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prevented the use of starting temperatures lower than 100 pK .
Figure 4 is a schematic illustration, on a temperature vs . entropy diagram, of

the procedure for cooling an assembly of silver or rhodium nuclei to negative nano -
kelvin temperatures . Numerical values refer to the YKI cryostat in Helsinki. One
proceeds as follows :

• (A -). B) Both nuclear stages are cooled to 10 mK by the dilution refrigera-
tor and, simultaneously, the nuclei in the first stage are polarized in a stron g
magnetic field of 8 T .

• (B -* C) The first stage, made of 1400 g of copper, is adiabatically demag-
netized to 100 mT, which produces a low temperature of ti 100 pK. Towards
the end of demagnetization, the second nuclear stage, i .e . the sample, is
magnetized to 8 T .

• (B -4 D) The 2 g silver or rhodium specimen of thin foils then slowly cools ,
in the high magnetic field of 8 T, by thermal conduction to 100 pK .

• (D -3 E) As the next step, the sample is adiabatically demagnetized fro m
8 T to 400 µT, whereby the spins reach approximately 10 nK . They are ther -
mally isolated by the 28 h spin-lattice relaxation process from the conduction
electrons which are anchored to 100 pK by the first nuclear stage at C .

• (E -+ F) Finally, the negative spin temperature is produced in the syste m
of silver or rhodium nuclei by reversing the 400 pT magnetic field in abou t
1 ms. The increase in the energy of the spin system is absorbed from th e
external magnetic field . The rapid inversion causes some loss of polarization ,
i .e . increase of entropy. By continuing demagnetization to B = 0, the recor d
temperature of -750 pK was reached in rhodium. In silver, dipole-dipole and
exchange interactions produced ferromagnetic order at the Curie temperatur e
Tc =-1.9nK .

• (F -* G -* A) The system then begins to lose its negative polarization ,
crossing in a few hours, via infinity, from negative to positive temperatures .
The measurements must be carried out in about 10-30 min after the fina l
demagnetization, since the nuclear spin temperature starts immediately t o
relax towards Te = 100 pK with the time constant T1 , determined by the
spin-lattice relaxation process .

• (C -* A) The first nuclear stage warms slowly, under the 100 mT field, from
100 pK towards 15 mK . A new experimental sequence can then be started.
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Figure 4 . Schematic illustration of the cascade nuclear cooling process to produc e
negative spin temperatures (Lounasmaa et al ., 1994) .

If production of negative spin temperatures was not intended, demagnetization
from 400 pT was continued at E to zero field, resulting in the record temperature
of 280 pK in rhodium . In silver, dipole-dipole and exchange interactions produced
antiferromagnetic order at the Néel temperature TN = 560 pK .

6 Measurement of spin temperature

One of the difficult tasks in these experiments was to measure the absolute tem-
perature of the thermally isolated nuclei . The usual technique employs directly th e
second law of thermodynamics, viz .

T = OQ/OS .

	

(15 )

At positive temperatures, the nuclear spin system is supplied with a small amoun t
of heat OQ and the ensuing entropy increase AS is calculated from the measured
loss of nuclear polarization (see below) . The method works equally well at negative
spin temperatures : AQ < 0 when entropy increases . The system radiates some o f
its energy at the nuclear Larmor frequency while the populations of the two energy
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levels tend to equalize .
The primary observable in these experiments is the nuclear magnetic resonance

signal (Slichter, 1990), recorded by a SQUID . We measured x(v) = x'(v) + ix"(v )
using frequency sweeps across the resonance in a constant magnetic field . This was
done at low frequencies where the skin effect does not prevent the magnetic fiel d
from penetrating into the metalic specimen . The experimental setup for recordin g
the susceptibility has evolved over the years . One of the later SQUID-NMR system s
is described by Hakonen et al . (1993) .

From x", applying the Kramers-Kronig relation

x ' (0 ) _ ( 2 /M ) f(x"(v)/v)dv,

	

( 16 )

one can calculate x' which, at the low frequencies, is equal to the static susceptibil-
ity x' (0) ; v is the NMR excitation frequency. Furthermore, from the measured x"
it is possible to deduce the nuclear polarization using the well known relationshi p

p = A
J

x" (v)dv ;

	

(17)

the proportionality constant A can be calibrated against the platinum-NMR tem-
perature scale around 1 mK . Equation (17) is valid when B » Bloc . When th e
polarization has been determined, one can compute the entropy, Eq . (11), because ,
at these ultralow temperatures, the only contribution to S is from the nuclear spins .

One of the drawbacks in measuring the nuclear temperature directly by mean s
of the second law, Eq . (15), is that the applied AQ warms the spins substantiall y
because a large heat pulse is needed to allow an accurate determination of AS .
Only a small number, 7 to 9 points per run, could be obtained, but more data are
needed for studies of ordering, which was revealed both by changes in the shape o f
the NMR line and by a plateau in the static susceptibility vs . time curve . For this
reason, Hakonen et al . (1991) developed another method of thermometry by firs t
investigating the connection between polarization and temperature . By equating
the second order expansion of entropy in terms of polarization, viz .

S/Rln2 = 1 - p 2 /(21n2) ,

	

(18 )

with the 1/ T 2 -expansion of entropy, one obtains a linear dependency between 1/ p
and T . The low temperature end is also known approximately : By neglectin g
quantum fluctuations, one expects that p -* 1 when T -* 0 . In fact, an almos t
linear relationship was found below ITI < 10 nK, namely

1/IpI - 1 = 0 .55(ITI/nK),

	

( 19 )
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both at T > 0 and T < 0. The accuracy of the measured temperatures is ±20% .
During neutron diffraction experiments it is possible to employ the transmission

of a polarized neutron beam as a primary thermometer . The paper by Lefmann
et al. (1997) describes this convenient and accurate method in some detail . Even
unpolarized neutrons can be used for absolute thermometry without calibration .
An important advantage of neutron thermometry is that the technique can be ap-
plied in any magnetic field and on bulk metal samples, unlike the NMR method .
The neutron technique was used recently in studies of nuclear magnetic ordering
of 109Ag nuclei at nanokelvin temperatures (see Sect . 10) . Transmission of therma l
neutrons provided a convenient tool for monitoring the state and evolution of th e
spin assembly (Tuoriniemi et al ., 1997) .

7 Susceptibility measurements on copper

The Helsinki investigations of spontaneous nuclear magnetic ordering were started
in the mid 1970's by constructing a two-stage nuclear demagnetization cryostat .
Evidence for antiferromagnetic order in copper was found in 1978 (Ehnholm e t
al ., 1979, 1980) but it took four years before magnetic susceptibility measurement s
showed that the actual transition is at TN = 58 nK (Huiku and Loponen, 1982) . In
two more years experiments were made using a single-crystal specimen (Huiku et
al ., 1984, 1986) . By an elaborate coil system one could measure the susceptibilit y
in all three Cartesian directions .

Figure 5 shows an important result, the spin entropy of copper ; Sn, ax = R 1n 4
for Cu because the nuclear spin I = 3/2 . There is a clear jump in entropy whic h
signifies a first order change to an antiferromagnetic phase. TN = 58 nK was ,
at the time, the lowest transition temperature ever observed or measured . S,1 i s
the lower and Sc2 the higher critical entropy. This measurement was done on a
polycrystalline copper sample .

Figure 6 illustrates the x-, y-, and z-components of the susceptibility in three
external fields . For analyzing the data, one must first recall how the longitudina l
and transverse susceptibilities behave below the Néel point in electronic antifer-
romagnets : x1 , the susceptibility transverse to sublattice magnetization, is con-
stant while xll, the susceptibility parallel to sublattice magnetization, approache s
zero as T -* 0 . Consequently and by analogy, when B = 0, the magnetization is
mainly along the y-axis since changes in x are largest in this direction .

At B = 0.15 mT, the sublattice magnetization has its biggest component i n
the z-direction but it also has a smaller component in the y-direction. At B =
0.20 mT, the spins are leaning towards the external magnetic field because ther e
is no longer antiferromagnetism in the z-direction . Furthermore, in contrast to
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Figure 5. Reduced nuclear entropy S/Rln 4 of copper vs . the spin temperature i n
nanokelvins (Huiku et al., 1986) .

the "paramagnetic" behaviour of xzi a small increase in xy indicates an antiferro-
magnetic y-component of magnetization . Since xx is approximately constant in
all fields, the sublattice magnetization is always perpendicular to the x-direction .
These characteristically different behaviours indicate three separate, antiferromag-
netically ordered regions in the nuclear spin system of copper .

Figure 7 shows the B-S phase diagram of copper ; it was constructed by demag -
netizing from different initial values of entropy, between 10% and 35% of R In 4 ,
i .e ., by moving down on the diagram, and then by letting the specimen to warm up ,
thus moving horizontally to the right while the susceptibility was being measured .
The low field phase is marked by AF1, the middle field phase by AF2, and th e
high field phase by AF3 ; the paramagnetic phase P is at right . The shaded region s
indicate where one characteristic behaviour changes to another and a latent hea t
is being supplied ; AS 0.12R In 4 . The spin arrangements are again drawn int o
the figure .

A phase diagram in the magnetic field vs . temperature plane was not con-
structed because temperatures could be measured reliably only in zero field . Never -
theless, surprisingly many interesting results were obtained from these simple bu t
technically very difficult susceptibility measurements .
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Figure 6 . Susceptibility 'c c, of a Cu single crystal, along the three Cartesian direc-
tions (a = x, y, z) as a function of time in external fields B = 0, 0 .15, and 0 .20 mT .
The originally suggested spin arrangements are illustrated in the lower right corner .
The sample was a slab of dimensions 0 .5 x 5 x 20 mm 3 along the x-, y- and z-
directions, respectively (Huiku et al ., 1986) .

8 Neutron diffraction on copper

However, no detailed information about the ordered spin structures can be ex-
tracted from susceptibility data. The appropriate technique is neutron diffraction ,
which is the most powerful method for microscopic structural studies of magneti c
systems because the neutron-nucleus scattering length a is spin dependent (Pric e
and Sköld, 1986 ; Windsor, 1986 ; Steiner, 1990) . The relevant equation i s

a = bo +bI•S,

	

(20 )

where bo and b are constants, I = 3/2 is the nuclear spin of copper, and S = 1/2

is the spin of the neutron . The observed scattered neutron intensity is propor-
tional to the square of the sublattice polarization . Likewise, the nuclear absorption
cross section is also spin dependent . In both cases, the sensitivity is increase d
significantly by the use of a polarized beam .

Successful neutron diffraction experiments on copper were undertaken by a
Danish-Finnish-German collaboration at the Risø National Laboratory in Den-
mark. Copper has an fcc structure which means that only reflections with all Miller
indices (h, k, l) even or all odd are allowed . Long-range antiferromagnetic order i n

o
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0.10

o

Figure 7. External magnetic field vs . entropy diagram of copper nuclear spins (Huik u
et al ., 1986) . The critical field B, ti 0 .25 mT . The Néel temperature T N 60 nK .

the nuclear spin system gives rise to additional Bragg peaks with (h, k, l) mixed ,
which yield the translational symmetry of the magnetic superstructure . However ,
nuclear scattering, which results from the strong interaction, but not from dipola r
forces as in electronic neutron diffraction experiments, is isotropic in the spin space
which makes it impossible to assign directions to the magnetic moments relativ e
to the lattice axes . Polarized neutrons with a full polarization analysis would pro -
vide this information . So far, however, the magnetic shields (see Fig . 3), neede d
around the sample for the ordering experiments below B c 0 .25 mT, depolarized
the neutron beam in low fields .

In zero external magnetic field, theoretical calculations predicted antiferro-
magnetic structure (Lindgård, 1988), exemplified by the modulation vector k =
('n-/a)(1, 0, 0), which yields a (1,0,0) Bragg peak (Kjäldman and Kurkijärvi, 1979) .
In copper, the lattice constant a = 3 .61 A . In high fields, especially along the
[1,1, 0] direction, a 3-k state, in which the modulation is a superposition of al l
three {1, 0, 0} vectors, was predicted (Heinilä and Oja, 1993) .

The experiments were carried out in the neutron guide hall next to the DR- 3
reactor in Risø using a standard two-axis spectrometer (Jyrkkiö et al ., 1988, 1989) .
A two-stage nuclear demagnetization cryostat, especially designed for studies o f
nuclear magnets by neutron diffraction, was constructed in Helsinki for these ex-
periments . Instead of natural copper, which is an almost equal mixture of 63 Cu and
"Cu and which was used in the susceptibility measurements (see Sect . 7), 65 Cu
was chosen as the sample material because a factor of six is gained in the scattered
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neutron intensity this way. Figure 8 shows a block diagram of the experimenta l
arrangement . The neutron beam is first reflected by a graphite monochromato r

Figure 8 . Neutron diffraction setup at Risø for studies of copper using a polarize d
beam (Jyrkkiö et al., 1988) . The cryostat is mounted on the spectrometer turntable .
Polarization of the beam is maintained by a constant vertical guide field of 1-2 mT
outside the cryostat and by the large field of the asymmetric second stage magne t
inside. The flipper coil is used to reverse the beam polarization . A typical flux a t
the site of the sample is 2 • 10 5 neutrons cm-2s-1 .

crystal . It then passes through a supermirror polarizer and hits the sample i n
the cryostat ; the scattered neutrons are counted by the detector and the beam
polarization is measured from transmitted neutrons by the analyzer .

The cryostat, mounted on a turntable, and the detector attached to it coul d
be moved independently in the scattering plane before an experiment was started .
The sample must be positioned so that the particular plane in the reciprocal space ,
which is accessible to neutron diffraction measurements, contains the k-vectors of
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the most probable spin structures in the magnetically ordered states . Because o f
the limited time available for experiments in the ordered state, a single crystal
specimen is neccessary for a reasonable statistical accuracy. It should be noted
that the external magnetic field during the initial neutron diffraction experiment s
on copper was in the [0, -1,1] direction of the crystal, whereas the susceptibilit y
measurements in Helsinki were made with the field in the [0, 0, 1] direction .

Heating caused by the neutron beam is, of course, a drawback in these experi-
ments . The target nuclei are warmed mainly through processes following neutro n
capture, i .e . by prompt 'y-rays and by /3-emission from the radioactive intermediat e
nuclei . Much of the energy released by 'y-radiation escapes since the penetratio n
depth is typically a few centimeters ; for thin specimens (< 1 mm) the fraction o f
the absorbed energy is usually less than 5% . In contrast, the charged /j-particle s
dissipate their kinetic energy very effectively in solids; the fraction of 0-energy
absorbed is typically 50-80% of the total .

In the autumn of 1987, a clear antiferromagnetic (1,0,0) Bragg peak, character -
istic of simple Type-I order in an fcc lattice, was observed below TN = 60 nK . Th e
neutron intensity and the static longitudinal susceptibility xll, as functions of tim e
after the field had been reduced to zero, are shown in Fig . 9 . And there were, in-
deed, neutrons, and plenty of them during the first few minutes! Since the counter
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Figure 9 . Neutron diffraction and susceptibility data on the nuclear spin system o f
copper (Jyrkkiö et al ., 1988) .
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was in the (1,0,0) Bragg position of mixed indices (h, k, l) antiferromagnetism in
copper had been proven by the neutron diffraction data beyond all doubt !

During the first 4-5 min x ll , illustrated in the insert of Fig . 9, showed almost a
plateau, indicating an antiferromagnetic state ; this agrees with the susceptibility
experiments in Helsinki (see Fig . 6) . The neutron signal displayed, for the firs t
minute, a small increase . After this, during the susceptibility plateau, the neutron
count diminished rapidly, indicating a fast decrease in the antiferromagnetic sub -
lattice polarization as the nuclei warmed up owing to the spin-lattice relaxation
process . The susceptibility settled to an exponential decrease, characteristic of th e
paramagnetic state, in about 7 min after the end of the final demagnetization . By
this time the temperature had increased above TN = 60 nK and the remaining
neutron signal had disappeared .

To obtain more information about the phase diagram of nuclearly ordered cop -
per, intensities of scattered neutrons were measured at many non-zero fields . The
data, showing variations of the neutron count and of the nuclear susceptibility a s
functions of time after reaching the final field, are presented in Fig . 10 .

At B = 0.04 mT, the qualitative behaviour of the neutron count is similar to
that at B = 0, but the intensity is less . The susceptibility, too, is similar in both
fields . At B = 0 .08 mT, the neutron intensity was further reduced ; the susceptibil-
ity had a small maximum at 1 min, but it then reached a plateau and started to
bend after 6 min towards its final paramagnetic behaviour . At B = 0 .10 mT, the
susceptibility shows, in contrast, a clear increase for the first 4 min, whereas th e
neutron intensity is almost zero during the entire experiment .

At B = 0 .12 mT, the neutron data are drastically different from the result s
at lower fields. The intensity was very high immediately after the final field ha d
been reached and showed no increase but a very rapid decrease at the beginnin g
of the experiment; after about 2 .5 min no neutron signal was observable . The sus-
ceptibility increased almost 20% during the first 4 min . The neutron count thus
disappeared clearly before the system was at TN, which was reached approximately
at the susceptibility maximum .

At B = 0.16 mT the characteristics were similar to those at zero field . The
neutron intensity was very high initially, as at B = 0.12 mT, but it now decrease d
much more slowly. The disappearance of the count was coexistent with the max-
imum of xll . The behaviour of the susceptibility was qualitatively the same as
at B = 0 .10 and 0.12 mT, showing first a clear increase . In still higher fields no
drastic changes happened: At B = 0.20 and 0 .24 mT, the neutron signal was qual-
itatively the same as at B = 0.16 mT, but the intensity was smaller, especially at
0 .24 mT. The susceptibility increase at B = 0 .16 mT was reduced to a plateau at
B = 0.20 mT and at B = 0.24 mT, only a decreasing slope was observed . Finally,
at B = 0.30 mT (not shown in Fig . 10), no signs of ordering were seen, neither in
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Figure 10 . Integrated neutron intensity measured for copper at the (1,0,0) Bragg
position and the static susceptibility X'(0) (in arbitrary units) as functions of time
after final demagnetization to the field indicated on each frame (Jyrkkiö et al ., 1988) .
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the neutron intensity nor in the susceptibility signal .
The neutron data above B > 0 .16 mT suggest that, at elevated fields, th e

nuclear spins tilt towards B and that, thereby, the contribution to the antiferro-
magnetic peak becomes weaker. By extrapolating to the field at which the neutro n
intensity disappeared, the critical field Be = 0.25 mT was obtained; this value is th e
same as was observed in the susceptibility measurements (Huiku et al ., 1986) . The
drastic change in the neutron intensity between B = 0.08 and 0 .12 mT indicates a
phase transition at about B = 0 .10 mT .

The most interesting observation was that at the (1,0,0) Bragg reflection a lot
of neutrons were seen in low fields and also in fields near 0 .16 mT but that in-
between, around 0 .10 mT, there were very few scattered neutrons . At 0.12 mT
many counts were recorded at first but the neutrons disappeared rapidly. The
intriguing question was : What about neutrons of the in-between region, where the
spins clearly were ordered according to susceptibility measurements?

So the Risø group decided to start looking at other positions in the reciprocal
lattice for the missing neutron intensity. But this was not so easy! In conventional
neutron diffraction experiments one can scan the reciprocal space automatically for
days and observe the peaks as they go by, but in this case the total time availabl e
for measurements was about 5 min after demagnetization . And it took at least two
days before the sample was ready again for the next experiment! So one had t o
think carefully where to look for the missing neutrons ; it would have taken much
too long to map out all regions of the reciprocal space . Fortunately, theoretical
calculations by Lindgård (1988) helped in planning the experiments .

Success came in 1989 when four new but equivalent antiferromagnetic Brag g
peaks, (1, ), (1,-3,-3), and ±(0,-3,-3), were found (Annila et al ., 1990 ,
1992) . It was unexpected that the order proved to be simply commensurate wit h
a three-sublattices structure, not observed previously in any fcc antiferromagnets .
The discovery was made when the reciprocal lattice was searched along the hig h
symmetry directions ; this is the first time that conventional scanning was employe d
at nanokelvin temperatures .

From the neutron count vs . time curves an intensity contour diagram was con-
structed; the result is shown in Fig . 11 . Three maxima were found: at B = 0.09 mT
for the (1, 3) reflection and at B = 0 and B = 0.15 mT for the (1, 0, 0) reflection .
The (1, 3, 3) signal was strongest when the (1,0,0) signal was weakest and vice
versa, implying the presence of three distinct antiferromagnetic phases in cop -
per . The neutron data are thus in excellent agreement with earlier susceptibilit y
measurements (see Fig . 7) . The reason for the rapid disappearance of the (1,0,0 )
neutron signal at 0.12 mT (see Fig . 10) was probably that the high field (1,0,0 )
phase, formed immediately after the field had been reduced to Bc = 0 .25 mT, was
still changing to the (1, 3, 3) phase . A remarkable reature of the phase diagram of
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B I I [011 ]

Figure 11 . At right : Neutron intensity contour diagram of copper for the (1, s , s )
(solid curves) and (1, 0, 0) (dashed curves) Bragg reflections as functions of time (i .e .
of temperature) and the external magnetic field . The number of neutrons collected
per second is marked on the contours (Annila et al ., 1990) . At left : Spin structure s
of copper for the [0, 1, -1] alignment of the magnetic field . (a) B = 0 : antiferromag-
netic k l = (7r/a) (1, 0, 0) structure consisting of alternating ferromagnetic planes . (b )
0 < B < Bc/3 : Coexistence of structures with ordering vectors k i = (7r/a)(1,0,0 )
and k = ±(7r/a) (0, 3 , 3 ), illustrated for B = 0 .17B, . The (0, 3 , 3 ) and (1,1 , 3) re-
flections are equivalent under fcc symmetry . (c) B = Bc/3 : Left-left-right structure
with k = ±(7r/a) (0, 3 , 3) order . (d) High field configuration with three ordering
vectors : (7r/a)(1, 0, 0), (7r/a)(0,1, 0), and (7r/a)(0, 0, 1) . The spin structures, whic h
are consistent with the neutron diffraction data, were drawn according to theoretica l
calculations by Viertiö and Oja (1992) .
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copper is its complexity.
An obvious extension to the experiments described so far was to examine th e

phase diagram when the external magnetic field was aligned along the other mai n
crystallographic axes, besides the [0, -1,1] direction . A number of very successful
experiments were made at different field alignments in Risø (Annila et al ., 1992) .
The observed antiferromagnetic states were bounded by the second order critica l
field line ; the Be(T) curve was determined from the neutron diffraction and suscep-
tibility data. In fields between 0 .10 and 0.20 mT, the (1,0,0) order was strong over
a wide span of directions around B H [1, 0, 0] and over a narrower angular regio n
about B II [0, 1,1] . There was also pure (1,0,0) order near the origin in fields below
0.01 mT .

The susceptibility measurements in Helsinki were made along the [0, 0,1] field
direction; the three phases, AF1, AF2, and AF3, predicted by the data (see Fig .
7), were reproduced by the experimental neutron diffraction results . The (1, )
phase had strong maxima around 0 .07 mT, both in the [1, 0, 0] and the [0, 1, 1] field
directions, but in between the intensity was somewhat less . The ordering vector fo r
the B 11 [1, 1, 1] direction was the main puzzle : There was a large antiferromagneti c
region with no neutron intensity! In spite of considerable efforts to find a ne w
Bragg reflection in this field direction, no neutrons were discovered.

In order to determine the spin structure from the neutron diffraction experi-
ments one needs theoretical guidance . This is, as was mentioned already, becaus e
the scattering cross section, unfortunately, does not depend on the direction of th e
spins in relation to the crystalline axes ; only the periodicity of the magnetic lattice
can be deduced from neutron diffraction data on antiferromagnetically ordered nu-
clei . The anisotropic dipolar interaction is too weak to be of use because of the
small nuclear magnetic moments . A successful calculation of the selection rules
between the various antiferromagnetic phases in copper has been made by Vierti ö
and Oja (1992, 1993) .

A thorough discussion of the many theoretical calculations, by Oja and hi s
group (Oja and Viertiö, 1993 ; Viertiö and Oja, 1987, 1990, 1993 ; Heinilä and Oja ,
1993, 1996), by Lindgård (Lindgård et al ., 1986 ; Lindgård, 1988, 1992), and by
Frisken and Miller (1986, 1988), is given in the long review of Oja and Lounasmaa
(1997) . A striking feature of the phase diagram of copper is the strong coexistenc e
of the (1,0,0) and (1,1 , å ) phases along the boundaries . A very clear time an d
history dependence accompanied every passage through the phase diagram. Oja
and Lounasmaa (1997) discuss in detail the kinetics of the phase transitions i n
copper (see Sect . VII.F . of their review) .
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9 Susceptibility measurements on silver

The susceptibility measurements on silver, at positive and negative spin temper-
atures, were carried out in Helsinki (Oja et al ., 1990 ; Hakonen et al ., 1991, 1992) .
The magnetic moment p of Ag nuclei is about 20 times smaller than that of copper ,
which means, since the dipolar interaction goes as µ 2 , that more than two orders
of magnitude lower transition temperatures are expected . Figure 12 illustrates the
NMR absorption and emission spectra of silver nuclei measured at T = 1 .0 nK and
at T = -4.3 nK. The imaginary component of susceptibility x" has been plotted
against the NMR frequency v . The data show that instead of absorption, as a t
positive temperatures, the system is emitting energy at the Larmor frequency when
the temperature is negative .

v (Hz)

Figure 12 . NMR absorption and emission spectra for silver, measured in zero mag-
netic field (Hakonen et al ., 1990) ; solid curves are Lorentzian lineshapes . Note th e
different vertical scales for the T = 1 .0 nK and T = -4.3 nK data.

In Fig . 13 the absolute value of the inverse magnetic susceptibility ~1/x'(0)l o f
silver, calculated from the Kramers-Kronig relation, see Eq. (16), is plotted as a
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Figure 13 . Absolute value of the inverse static susceptibility 11/x'(0)l vs . absolut e
value of temperature for silver, measured at T > 0 (o) and at T < 0 (e) (Hakonen
et al ., 1990) .

function of IT1 in nanokelvins . We note that at positive temperatures one obtains a
straight line with an intercept on the left side of the I-axis . This behaviour
is typical and indicates that silver tends to antiferromagnetic order when T -+ +0 .
At negative temperatures the intercept is on the right side of the 1/x'(0) -axis
which shows that, when T -0, the spin system of silver nuclei prefer ferro -
magnetic order, as expected (see Sect . 3) ; the Néel and Curie points, however ,
were not reached in these first experiments . The data, both at T > 0 and at
T < 0, followed the Curie-Weiss law

x = C/(T - 0)

	

(21)

down to the lowest experimental temperatures .
Final success came in 1991 . When the static susceptibility was measured as

a function of time, a small maximum or, at least, a kink was seen . Such data ,
depicted in Fig . 14, showed that the nuclear spin system of silver had reached th e
antiferromagnetic state . In zero field, the measured Néel point was TN = 560 pK .
This is the lowest transition temperature that has ever been recorded .

Subsequently, spontaneous nuclear order was produced at negative spin tem-
peratures as well . This is shown in Fig. 15 which illustrates the static susceptibilit y
of silver as a function of the nuclear spin polarization measured in zero field (o) an d
at a 5 AT field oriented perpendicular (A) and parallel (x) to the sample foils . The
crossing of the two lines is identified as the transition point to the ferromagnetic
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Figure 14 . Static susceptibility x'(0) of silver nuclei as a function of time after
demagnetization to four different external magnetic fields (Hakonen et al ., 1991) .
Each set of data is scaled by the maximum susceptibility x' (0) max for that run .
Small arrows indicate the transition point from the ordered to the paramagneti c
phase .

state . Owing to the rounding of the x(p) vs . p curve, one obtains for the critica l
polarization, in zero field and in 5 /IT, the value p c = 0 .49+0.05 which corresponds
to S c/(R In 2) = 0 .82 + 0 .035 .

At B = 0, the magnetic susceptibility of silver spins was found to saturate at

xsat = -1 .05 (see Fig. 15), which is a typical value for ferromagnetic ordering into
a domain state, caused by dipolar interactions . Within the scatter of the data, the
critical spin polarization was constant below 5 1T, both for magnetic fields paralle l
and perpendicular to the sample foils . Using the linear, experimentally observed
relationship of Eq. (19) between the inverse polarization and temperature, th e
Curie point Tc = -1.9 ± 0 .4 nK was obtained .

The magnetic field vs . entropy diagram of silver, for positive and negative spin
temperatures, is shown in Fig . 16. The critical entropy is lower for T > 0 tha n
for T < 0. The difference reflects frustration (Binder and Young, 1986) of anti -
ferromagnetic interactions as well as the influence of dipolar forces which favour
ferromagnetism. The critical field B, of the ferromagnetic phase is determined by
the strength of dipolar forces, while B, of the antiferromagnetic state is cause d
by the magnitude of the exchange energy . At negative spin temperatures it wa s
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Figure 15 . Static susceptibility X' (0) of silver vs . polarization p at T < 0 (Hakonen
et al ., 1992) . The fitted curve represents the Curie-Weiss law and the straight hori-
zontal line corresponds to the saturation value of susceptibility in the ordered stat e
as predicted by the mean-field theory . An approximate temperature scale is shown
at top .

estimated that the critical field B, = -l c oMsat/Xsat = 40 µT at zero temperature ;
this value was used when drawing the low entropy end of the transition curve fo r
the ferromagnetic phase . At T = +0, Be 100 ,uT .

The saturation of susceptibility to -1 (see Fig . 15) in the ordered state at
T < 0 can be explained only by the formation of domains, since otherwise Xsat
would diverge at Tc (Viertiö and Oja, 1992) . Instead of needles, as at T > 0 ,
plate-like domains are expected when energy is maximized at T < O . The size of
the domains is large compared to the interatomic spacing but small with respect t o
the dimensions of the sample . The direction of magnetization M is degenerate, bu t
the tangential component of M has to be continuous and the perpendicular com-
ponent must change sign across a domain wall . Moreover, the total magnetization
has to satisfy the condition Xsat -1 .

The measured critical entropy, S, = 0 .82R 1n 2 at T < 0, is higher than the
value for the Heisenberg model, S, = 0 .66R In 2, which indicates that, even though
the Ruderman-Kittel exchange is dominating in silver, the dipolar interaction sub-
stantially aids in the ordering process at T < O .
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Figure 16 . Magnetic field vs . reduced entropy diagram of silver at positive (ful l
curve) and at negative (dashed curve) spin temperatures (Hakonen et al ., 1992) . At
T > 0, a long extrapolation to S = 0 gives B, ^t 100 µT; the forward "bulge" has
not been explained so far.

10 Neutron diffraction on silver

Again, by means of NMR measurements it is not possible to verify the detail s
of the spin structure in silver . Experiments employing scattering of neutrons ar e
necessary, as in copper (see Sect . 8), for this purpose . Tuoriniemi et al . (1995) have
recently observed long-range nuclear antiferromagnetic order by neutron diffractio n
in a single crystal of silver at T > 0 . For this research the sample again had t o
be isotopically pure, since 1p7Ag (51 .8%) and 109Ag (48.2%) in natural silver have
opposite signs of the spin dependent scattering coefficient b, see Eq . (20), strong-
ly depressing the coherent neutron signal indicating alignment of nuclear spins .
99 .7% enriched material of 109Ag was used to grow the 0 .7 x 12 x 25 mm 3 singl e
crystal . The [1, -1,0] axis was parallel to the longest edge of the specimen, which
was mounted upright in the cryostat . The plane accessible for neutron diffractio n
studies was thus spanned by the crystallographic axes [0, 0,1] and [1,1, 0] .

The experiments were performed at the BER II reactor of the Hahn-Meitner
Institut in Berlin (Steiner et al ., 1996; Lefmann et al ., 1997; Nummila et al ., 1997) .
The setup for these measurements was similar to that used earlier in Risø (see Fig .
8) . The diffracted neutrons (A = 4 .4 A) were recorded at a fixed scattering angle by
a single counter or by a position-sensitive detector . Another counter measured the
transmitted neutrons . Experiments could be performed either with unpolarized or
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polarized beams .
The sample was cooled in the cascade nuclear demagnetization cryostat illus-

trated in Fig . 3 . New methods of neutron thermometry, based on Eq . (10) which
gives the relation between p and T, were developed for these experiments (Lefmann
et al ., 1997) . The neutron beam was the main source of heat, reducing

r1
to 3 h.

Prior to demagnetizations, the diffractometer was aligned to the (0, 0,1) Brag g
position of a Type-I antiferromagnet in an fcc lattice . The build-up of the nuclear
polarization could be monitored in situ by measuring transmission of polarize d
neutrons through the sample (Tuoriniemi et al ., 1997) .

Figure 17 shows two sets of neutron diffraction data on silver . The nuclei wer e
demagnetized into the ordered state with the final external field B = 500 tT alon g
the [0, 0, 1] or [0, 1, 0] directions, and neutron counts were monitored while the spin
system warmed up . A clear (0, 0, 1) reflection appeared when demagnetization wa s
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Figure 17 . Time dependence of neutron intensity at the (0,0,1) Bragg positio n
(Tuoriniemi et al., 1995) . The initial polarization p = 0 .91 ± 0 .02 was first recorde d
in a 500 p.T field in the paramagnetic phase, whereafter B, in the [0, 0, 11 or [0, 1, 01
direction (filled and open circles, respectively), was reduced to zero at t = 3 min .
The (0, 0,1) neutron signal appeared immediately below B, = 100 ;IT, but only
when B 11 10,0, 1] during demagnetization . The silver spins warm up more slowly
than the spins of copper (see Fig . 9) because Tl is longer in Ag than in Cu .

made with B parallel to the corresponding ordering vector k = (7r/a)(0, 0,1) . The
presence of this signal, with mixed Bragg indices, again provided clear proof for
Type-I antiferromagnetic order in silver . But the neutron peak was essentially ab-
sent when the ordered state was entered from the perpendicular direction [0,1, 0] ,

29
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although in zero field the three k-vectors, producing the {1, 0, 0} reflections, ar e

equivalent owing to the cubic symmetry . In this respect, the situation in silver was

different from that observed in copper . In Ag, no domains of the other two symme-
try-equivalent k vectors, (7r/a)(0,1, 0) and (7r/a)(1, 0, 0), formed during warmu p
in zero field . It was concluded that the observed antiferromagnetic state had a

simple single-k structure and that the stable spin configuration was created durin g
demagnetization . The phase transition was apparently of second order .

To demonstrate that the observed intensity indeed was a Bragg peak a position -

sensitive detector was used . Time development of the neutron diffraction patter n
is shown in Fig . 18. The lineshape of the antiferromagnetic peak is Gaussian ,
and its width is comparable to that of the (0,0, 2) second-order lattice reflection .

The critical entropy of ordering was found from the data on transmitted neutrons .

Polarization could be deduced from the count rate when the nuclei were aligne d
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Figure 18 . Time evolution (from top to bottom) of the antiferromagnetic Brag g
peak of silver in a 30 ',LT field (Tuoriniemi et al ., 1995) . The 20-dependence o f
scattered neutrons is plotted as a function of deviation from the (0,0, 1) position .
The bell-shaped curves are Gaussian fits to counts collected during 6 min intervals ;
only every second spectrum is shown . For clarity, the successive curves are offset
vertically by 5 cts/min . As long as neutrons were observed the spin temperatur e
was below TN ,^s 700 pK .
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by a magnetic field in the paramagnetic state, because the neutron absorption i s
spin-dependent . For this purpose the 500 /IT field was applied at the beginning of
each experiment . The orientation of this field also determined the direction alon g
which the ordered state was entered . Polarization was measured again a few time s
after the disappearance of the antiferromagnetic signal, and the critical value pc

was found by interpolation . The nuclear entropy S could then be calculated fro m
the paramagnetic polarization in 500 la , see Eq. (11) . The field changes were
nearly adiabatic (AS f--J 0 .01R In 2 for each sweep between B = 0 and 500 [LT) ,
whereby the entropy was known in all fields . In the zero-field experiment of Fig .
18, p ° = 0 .75 ± 0 .02 was obtained, corresponding to S, = (0 .54 ± 0 .03)R In 2 . The
Néel temperature was estimated as TN = (700+80) pK . This is higher than 560 pK
for natural silver (see Sect . 9) because the strength of the mutual interactions i s
scaled by the magnetic moment squared, i .e . by a factor of 1 .15 .

It was interesting to examine the response of the spin system to an applie d
magnetic field and to its alignment . With B [0, 0,1], the antiferromagnetic in-
tensity decreased smoothly when approaching the critical field of 100 T . The spin s
thus lined up continuously towards the increasing field, as in the spin-flop phase
of a weakly anisotropic antiferromagnet . No field-induced phase transitions withi n
the ordered state could be identified . Repetitive field cyclings across the phas e
boundary to the paramagnetic state did not produce any appreciable hysteresi s
nor deviations from adiabaticity ; therefore, the transition was presumably of secon d
order .

The effect of field orientation was investigated by rotating B (B = 50 µT) wit h
respect to the crystalline axes . In a turn extending from [-1, -1,0] to [1, 1, 0], th e
(0, 0,1) neutron signal was visible when the magnetic field was aligned betwee n
the axes [-1, -1,1] and [1,1, 1] . Within this arc, the intensity did not vary much .
An additional field rotation was made in a perpendicular plane ; the neutron signa l
disappeared about 10° beyond the [0, -1,1] axis . These experiments showed that
an antiferromagnetic spin structure with k = (7r/a) (0, 0, 1) was formed when B wa s
around the [0, 0, 1] direction within a cone of 110° full opening . Further measure-
ments were made for B [0, 0,1] and for B [-0 .8, -0 .8,1] ; the latter direction
is close to the edge of the cone . The allowed field directions thus span a double
cone, barely reaching all eight of the {1,1, 1} directions . Apart from the (0,0,1 )
reflection, the ) Bragg peak of Type-II order and the (0, 3 , neutron signa l
seen in copper were also searched for, but with negative results .

On the basis of these experiments, the magnetic field vs . entropy diagram o f
silver was constructed . The result is shown in Fig . 19 . There is good agreement
with earlier susceptibility data (see Sect . 9) on a polycrystalline sample of natural
silver . The critical entropy was systematically higher when B was near the edge o f
the cone than when the field was parallel to the central axis . The general feature s

29•
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of the NMR experiments on silver were reproduced with the setup at the Hahn -
Meitner Institut in the absence of neutrons, but it is somewhat disturbing tha t
the characteristic susceptibility plateau (see Fig . 14) totally disappeared when the
neutron beam was on .

The neutron diffraction data on silver can be compared with theoretical work .
The observed Type-I ordering vector had been predicted on the basis of measure d
and calculated interaction parameters (Harmon et al ., 1992) . The spin structure o f
the ground-state has been determined by perturbation analysis (Heinilä and Oja ,
1993) and by Monte Carlo simulations (Viertiö and Oja, 1992) . Both methods
indicate that, when B [0, 0, 1], a single-k configuration is stable in low magneti c
fields B < 0.5B C . A structure with k = (ir/a)(0, 0, 1) was expected, in perfec t
agreement with the experimental observations . In higher fields, however, a triple-k
configuration had been predicted . According to the simulations this structure is
stable only if B is within a narrow cone around the [1, 0, 0]-type axes . The mea-
surements, however, did not provide any evidence for the triple-k state, although
it was searched for in field-sweep and field-rotation experiments (Tuoriniemi et al . ,
1995) . In contrast to the complex situation in copper (see Fig . 11), the ordered
phase in silver seems to consist of a single Type-I antiferromagnetic structure .

It is not clear which mechanism prevented domains with equivalent k-vectors
from forming in B = O . The fact that the results depended on the direction o f
the external magnetic field during demagnetization shows that the small dipolar
force is strong enough in silver to break isotropy of the RK interaction, see Eqs .
(4) and (5), and lock the nuclear spins perpendicular to the corresponding k-vector
(Viertiö and Oja, 1992) . Perhaps the intermediate (1, 3, 3)-phase in copper (se e
Fig. 11) effectively "mixed" the spins during demagnetization, allowing differen t
(0,0,1) domains to form .

Neutron diffraction studies of silver at negative spin temperatures have not been
attempted so far .

11 Experiments on rhodium

The Helsinki results on rhodium metal, at T > 0 and at T < 0, are quite interesting
as well (Hakonen et al ., 1993 ; Vuorinen et al ., 1995) . The absolute value of th e
inverse static susceptibility, as a function of IT1, is plotted in Fig . 20. The upper
line represents, at T > 0, the antiferromagnetic Curie-Weiss law, see Eq . (21) ,
with 0 = -1 .4 nK. At T < 0, the corresponding ferromagnetic dependence is dis-
played by the dashed line . At low temperatures the Curie-Weiss approximation i s
known to deviate, especially when I = 1/2, from the more accurate results base d
on high-T series expansions . For negative temperatures, the measured data show
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Figure 19 . Magnetic field vs . entropy diagram of silver at T > 0, based on neutron
data (Tuoriniemi et al ., 1995) . The counts were recorded with B 11 [0, 0,1] (4) and
B 1( [-0 .8, -0 .8,1] (o) . Previous NMR data (Hakonen et al ., 1991) are included fo r
comparison (o) . The critical temperature TN 700 pK in zero field.

a crossover from ferro- to antiferromagnetic behaviour at about -5 nK. This indi-
cates that the energy of nuclear spins in rhodium is both minimized and maximize d
by antiferromagnetic order .

The NMR data on rhodium at T > 0 and at T < 0 extend to roughly a factor of
two closer to the absolute zero than the temperatures reached in the experiment s
on silver (see Fig . 13) . Phase transitions, however, were not seen in rhodium, even
though the experimentally achieved polarizations, p = 0.83 and p = -0.60 at T > 0
and at T < 0, respectively, were higher than those needed for spontaneous orderin g
in silver . This is an indication that in Rh the nearest and next-nearest neighbour
interactions are of almost equal magnitude but of opposite sign . The transitio n
temperature is thus very low, which explains why no ordering was detected i n
spite of the record-low, 280 pK, and "record-high", -750 pK, spin temperatures
produced in rhodium .

The susceptibility data on Rh can be used to extract the nearest and next -
nearest neighbour Heisenberg interaction coefficients J l and J2 ; the values obtaine d
from experimental results are Jl lh = -17 Hz and J2 /h = 10 Hz. Molecular-field
calculations have been employed to predict the regions of different types of magnetic
ordering in the J2 vs. J1 -plane. This is illustrated in Fig . 21 . In an fcc lattice ,
ferromagnetism is present only when J l > 0 and J2 > -J1 . The antiferromagneti c
part is divided to AF1, AF3, and AF2 regions at J2 = 0 and at J2 = J1 /2, so that
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Figure 20 . Absolute value of the inverse static susceptibility 11/x ' (0)l vs . absolut e
value of temperature for rhodium nuclei, measured at T > 0 (o) and at T < 0 (s )
(Hakonen et al ., 1993) . The error bars denote the 20% uncertainty in the mea-
surements of temperature .

rhodium lies well inside the AF1 region at T > O . At T < 0 the signs of the J' s
are effectively reversed, and the corresponding point in Fig . 21 is located in th e
ferromagnetic sector, but rather close to the AF2 antiferromagnetic border .

Spin-lattice relaxation times, measured at positive and negative temperatures ,
have been investigated in Helsinki on rhodium (Hakonen et al ., 1994) : Iron impuri-
ties shorten substantially T1 in small magnetic fields . Previously, this effect has not
been studied much in the microkelvin range and below (see, however, Tuoriniemi et
al ., 1997), in spite of the significance of Tl for reaching the lowest nuclear temper-
atures . A clear difference in Tl at T > 0 and T < 0 was observed .

The spin-lattice relaxation time Tl is defined by the relationshi p

d(1/T) /dt = - ( 1 /Tl)(1/T - 1/Te ) .

	

(22 )

Since Te » T and p oc 1/T, one finds the exponential time dependence d In p/dt =
-(1/T1), i .e ., p ec exp(-t/T1 ) . Experimental data are shown in Fig . 22 . The spin-
lattice relaxation time was found by fitting a straight line to about 10 successiv e
data points on the logp vs . t plot . The results show clearly that Tl is longer at
T < 0 than at T > 0 and that the spin-lattice relaxation slows down with decreas-
ing polarization when T > O . The most striking result of these relaxation tim e
measurements is that Tl is longer when T < O . This finding is difficult to explai n
since all theories predict equal behaviour on both sides of the absolute zero .
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Figure 21 . Molecular field calculations for Ag and Rh spins (Vuorinen et al ., 1995) .
Antiferromagnetic regions are denoted by AF1, AF2, and AF3, respectively, wherea s
FM refers to ferromagnetic ordering . Interaction parameters for rhodium (o) and
silver (A) spins are plotted in the figure; open and filled symbols refer to positiv e
and negative temperatures, respectively .

The next step is reaching the ordering transitions at T > 0 and at T < 0 in
rhodium. This should not be too difficult a task with the new YKI cryostat .

12 Concluding remarks

The weakest interactions in solids, by far, are between nuclear spins . Consequently,
the time scales for the onset of order or changes therein are long, compared to elec-
tronic magnets . Many new phenomena thus become experimentally accessible in
studies of nuclear magnets . Determination of the ordered ground state requires
special low temperature techniques, extending to nano- and even picokelvin tem-
peratures . The magnetic susceptibility and neutron diffraction and transmissio n
experiments on copper and silver, and NMR measurements on rhodium, have re-
vealed the intricacies of spontaneous magnetic ordering phenomena in these simpl e
metals . It has become obvious that nuclear magnets are not just another class o f
magnetic materials, but represent systems whose properties add new insights to
our knowledge of magnetic ordering and the kinetics of phase transitions .

In copper the phase diagram is surprisingly complex (see Fig . 7) ; hysteresis and
time dependent phenomena have been detected . The close competition between
the antiferromagnetic exchange interaction and the ferromagnetic dipolar force is
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a

Figure 22 . Polarization Cpl of rhodium spins as a function of time measured in a
magnetic field of 40 AT at T > 0 (o) and at T < 0 (e) (Hakonen et al ., 1994) . The
straight line is a least-squares fit to the data at T < O .

probably responsible for the complex behaviour of copper . In silver the phase dia-
gram is simpler (see Fig . 16), remarkably stable, but with an unexpected "bulge" a t
T > O. Successful magnetic susceptibility measurements at negative spin temper-
atures in silver and rhodium have clarified thermodynamics at T < O .

Research on nuclear magnetism in metals at nano- and picokelvin temperature s
continues . With copper there is the mystery (see Sect . 8) of the missing (1, 0, 0 )
Bragg reflection along the {1, 1, 1} field directions . The neutron diffraction work on
silver, described in Sect . 10, is not completed; experiments at the Hahn-Meitner
Institut continue. More measurements are due in the high symmetry direction s
{1, 1, 0} and {1, 1,1} over the whole range of fields . The stability of magneti c
domains in zero field will be investigated as well . Experiments using polarized
neutrons, with a full polarization analysis, will be made to determine the direc-
tions of the ordered nuclear spins in relation to the crystallographic axes . An
ambitious project, also involving polarized neutrons, is to investigate the ferromag-
netic structure of silver at negative spin temperatures .

The next goal for the susceptibility measurements in Helsinki is to observe nu -
clear spin ordering in rhodium. Another experiment which is on the agenda i s
susceptibility measurements on gold . Here one has the additional bonus that su-
perconductivity might be observed . According to earlier experiments (Buchal et
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al ., 1982) on alloys rich in noble metals, the superconducting transition tempera-
ture for pure gold should be about five orders of magnitude higher than for silve r
or copper . The problem is to obtain a sufficiently pure specimen so that electroni c

magnetic impurities would not destroy superconductivity .

Another very promising system is platinum . In this metal there is only on e

magnetic isotope, 195 Pt ; the other stable isotopes are nonmagnetic . This means
that it is possible to prepare platinum specimens in which the magnetic component

varies between zero and 100% . In copper and silver, one cannot change the mag-
netic concentration because in these metals all stable isotopes have non-integra l

nuclear spins and, besides, the magnetic moments of the two stable isotopes in
both metals are within 7% and 13% of each other, respectively .

In platinum a study of ordering as a function of the magnetic constituent is
interesting because the system would provide a very pure model of a spin glass .

Unfortunately, however, the properties of platinum are strongly influenced by smal l

concentrations of electronic magnetic impurities . In addition, because of the small

value of Korringa's constant, see Eq . (2), ,c = 0.03 sK in Pt, nuclear spins and
conduction electrons reach thermal equilibrium quickly, so one might need a three -
stage nuclear refrigerator for these experiments .

There are other possibilities as well . For example, the interplay between super -

conductivity and magnetism could be investigated : By reversing the sign of temper -
ature, the nuclear spin order might be changed from antiferro- to ferromagnetism o r
vice versa, and the effect of this transformation on the superconducting propertie s

could be investigated . Unfortunately, owing to supercooling, measurements of thi s

type did not succeed in rhodium, even though the conduction electron and lattic e
temperature in the Helsinki experiments was considerably lower than 325 pK, the
critical temperature for superconductivity in rhodium . In AuIn2 , superconductivity

did not affect nuclear ordering (Herrmannsdörfer et al ., 1995) . There are several
other simple metals for which one can expect important progress in studies o f

nuclear ordering; these include thallium, scandium, and yttrium. The new YKI

cryostat, which has just started operating in Helsinki, and the improvements mad e

in the neutron diffraction setup at the Hahn-Meitner Institut in Berlin will open

new possibilities for still more ambitious experiments .
It has been argued, sometimes, that negative temperatures are fictitious quanti-

ties because they do not represent true thermal equilibrium in a sample consistin g

of nuclei, conduction electrons, and the lattice . However, the experiments on silver ,
in particular, show conclusively that this is not the case . The same interactions pro -

duce ferro- or antiferromagnetic order, depending on whether the spin temperatur e

is negative or positive . In fact, the realm of negative spin temperatures offer s
interesting new possibilities for studies of magnetism in metals .
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